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Preface

This book covers the most important topics in monetary economics and some of the

models that economists have employed as they attempt to understand the interac-

tions between real and monetary factors. It deals with topics in both monetary theory

and monetary policy and is designed for second-year graduate students specializing

in monetary economics, for researchers in monetary economics wishing to have a

systematic summary of recent developments, and for economists working in policy

institutions such as central banks. It can also be used as a supplement for first-year

graduate courses in macroeconomics because it provides a more in-depth treatment

of inflation and monetary policy topics than is customary in graduate macro-

economic textbooks. The chapters on monetary policy may be useful for advanced

undergraduate courses.

In preparing the third edition of Monetary Theory and Policy, my objective has

been to incorporate some of the new models, approaches, insights, and lessons that

monetary economists have developed in recent years. As with the second edition, I

have revised every chapter, with the goal of improving the exposition and incorporat-

ing new research contributions. At the time of the first edition, the use of models

based on dynamic optimization and nominal rigidities in consistent general equilib-

rium frameworks was still relatively new. By the time of the second edition, these

models had become the common workhorse for monetary policy analysis. And since

the second edition appeared, these models have continued to provide the theoretical

framework for most monetary analysis. They now also provide the foundation for

empirical models that have been estimated for a number of countries, with many

central banks now employing or developing dynamic stochastic general equilibrium

(DSGE) models that build on the new Keynesian models covered in earlier editions.

This third edition incorporates new or expanded material on money in search equi-

libria, sticky information, adaptive learning, state-contingent pricing models, and

channel systems of implementing monetary policy, among other topics. In addition,

much of the material on models for policy analysis has been reorganized to reflect the

dominance of the new Keynesian approach.



In the introduction to the first edition, I cited three innovations of the book: the

use of calibration and simulation techniques to evaluate the quantitative significance

of the channels through which monetary policy and inflation a¤ect the economy; a

stress on the need to understand the incentives facing central banks and to model

the strategic interactions between the central bank and the private sector; and the

focus on interest rates in the discussion of monetary policy. All three aspects remain

in the current edition, but each is now commonplace in monetary research. For ex-

ample, it is rare today to see research that treats monetary policy in terms of money

supply control, yet this was common well into the 1990s.

When one is writing a book like this, several organizational approaches present

themselves. Monetary economics is a large field, and one must decide whether to pro-

vide broad coverage, giving students a brief introduction to many topics, or to focus

more narrowly and in more depth. I have chosen to focus on particular models,

models that monetary economists have employed to address topics in theory and

policy. I have tried to stress the major topics within monetary economics in order to

provide su‰ciently broad coverage of the field, but the focus within each topic is

often on a small number of papers or models that I have found useful for gaining in-

sight into a particular issue. As an aid to students, derivations of basic results are

often quite detailed, but deeper technical issues of existence, multiple equilibria, and

stability receive somewhat less attention. This choice was not made because the latter

are unimportant. Instead, the relative emphasis reflects an assessment that to do

these topics justice, while still providing enough emphasis on the core insights o¤ered

by monetary economics, would have required a much longer book. By reducing the

dimensionality of problems and by not treating them in full generality, I hoped to

achieve the right balance of insight, accessibility, and rigor. The many references

will serve to guide students to the extensive treatments in the literature of all the

topics touched upon in this book.

While new material has been added, and some material has been deleted, the orga-

nization of chapters 1–4 is similar to that of the second edition. Significant changes

have been made to each of these chapters, however. Chapter 2 includes a discussion

of steady states with a time-varying stock of money; and the empirical evidence on

money demand and the connection between the interest elasticity of money demand

and the costs of inflation are more fully discussed. The first-order conditions for the

household’s decision problem in the stochastic MIU model have been moved from

an appendix into the text; the calibration for the simulation exercises has changed;

and programs are provided (at hhttp://people.ucsc.edu/~walshc/mtp3ei) for solving
the stochastic MIU model using eigenvalue decomposition methods based on the

programs of Harald Uhlig, Paul Söderlind, and Dynare as well as for employing an

approach based on a linear regulator problem. Because Uhlig’s tool kit is not the

only approach used, the discussion of his methodology has been shortened.
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Similar changes with regard to the simulation programs have been made for the

CIA model of chapter 3. In addition, the timing of the asset and goods markets has

been changed for the model used to study dynamics. Asset markets now open first,

which ensures that the cash-in-advance constraint always holds as long as the nomi-

nal interest rate is positive. The major change to chapter 3 is the extended discussion

of the literature on money in search equilibrium. Less detail is now provided on the

Kiyotaki and Wright (1989) model; instead, the main focus is on the model of Lagos

and Wright (2005).

Chapter 4 has been shortened by eliminating some of the discussion of time series

methods for testing budget sustainability.

Chapters 5–11 have seen a major revision. Chapters 5 and 6 focus on the frictions

that account for the short-run impact of monetary policy. In previous editions, this

material was entirely contained in chapter 5. Given the enormous growth in the liter-

ature on topics like sticky information and state-dependent pricing models, the third

edition devotes two chapters to the topic of frictions. Chapter 5 focuses on models

with information rigidities, such as Lucas’s island model and models of sticky in-

formation. It also discusses models based on portfolio frictions, such as limited-

participation and asset-market-segmentation models. More formal development of a

limited-participation model is provided, and a model of endogenous asset market

segmentation is discussed. Chapter 6 focuses on nominal wage and price stickiness,

and incorporates recent work on microeconomic evidence for price adjustment and

research on state-contingent pricing models. The third edition focuses less on the

issue of persistence in evaluating the new Keynesian Phillips curve but provides

expanded coverage of empirical assessments of models of sticky prices, particularly

related to the micro evidence now available.

Models of the average inflation bias of discretionary policy are discussed in chap-

ter 7. Chapter 8 provides stand-alone coverage of new Keynesian models and their

policy implications in the context of the closed economy. It incorporates material

formerly split between chapters 5 and 11 of the second edition. The open economy

is now the focus of chapter 9. Chapter 10 on credit frictions now includes a new

section on macrofinance models as well as material on the term structure from the

second edition. Finally, chapter 11, on operating procedures, has taken on a new rel-

evance and provides a discussion of channel systems for implementing monetary

policy.

It is not possible to discuss here all the areas of monetary economics in which

economists are pursuing active research, or to give adequate credit to all the interest-

ing work that has been done. The topics covered and the space devoted to them

reflect my own biases toward research motivated by policy questions or influential

in a¤ecting the conduct of monetary policy. The field has simply exploded with new

and interesting research, and at best this edition, like the earlier ones, can only
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scratch the surface of many topics. To those whose research has been slighted, I o¤er

my apologies.

Previous editions were immensely improved by the thoughtful comments of many

individuals who took the time to read parts of earlier drafts, and I have received

many comments from users of the first two editions, which have guided me in re-

vising the material. Luigi Buttiglione, Marco Hoeberichts, Michael Hutchison,

Francesco Lippi, Jaewoo Lee, Doug Pearce, Gustavo Piga, Glenn Rudebusch, Willem

Verhagen, and Chris Waller provided many insightful and useful comments on the

first edition. Students at Stanford and the University of California, Santa Cruz

(UCSC) gave important feedback on draft material; Peter Kriz, Jerry McIntyre,

Fabiano Schivardi, Alina Carare, and especially Jules Leichter deserve special men-

tion. A very special note of thanks is due Lars Svensson and Berthold Herrendorf.

Each made extensive comments on complete drafts of the first edition. Attempting

to address the issues they raised greatly improved the final product; it would have

been even better if I had had the time and energy to follow all their suggestions.

The comments and suggestions of Julia Chiriaeva, Nancy Jianakoplos, Stephen

Miller, Jim Nason, Claudio Shikida, and participants in courses I taught based on

the first edition at the IMF Institute, the Bank of Spain, the Bank of Portugal, the

Bank of England, the University of Oslo, and the Swiss National Bank Studienzen-

trum Gerzensee all contributed to improving the second edition. Wei Chen, Ethel

Wang, and Jamus Lim, graduate students at UCSC, also o¤ered helpful comments

and assistance in preparing the second edition.

I would like particularly to thank Henning Bohn, Betty Daniel, Jordi Galı́, Eric

Leeper, Tim Fuerst, Ed Nelson, Federico Ravenna, and Kevin Salyer for very help-

ful comments on early drafts of some chapters of the second edition. Many of the

changes appearing in the third edition are the result of comments and suggestions

from students and participants at intensive courses in monetary economics that I

taught at the IMF Institute, the Swiss National Bank Studienzentrum Gerzensee,

the Central Bank of Brazil, the University of Rome ‘‘Tor Vergata,’’ the Norges

Bank Training Program for Economists, the Finnish Post-Graduate Program in Eco-

nomics, the ZEI Summer School, and the Hong Kong Institute for Monetary Re-

search. Students at UCSC also contributed, and Conglin Xu provided excellent

research assistance during the process of preparing this edition.

Henrik Jenson read penultimate versions of many of the current chapters and pro-

vided a host of useful suggestions that helped improve the book in terms of substance

and clarity. Others I would like to thank, whose suggestions have improved this edi-

tion, include Ulf Söderström, Mario Nigrinis, Stephen Sauer, Sendor Lczel, Jizhong

Zhou (who translated the second edition into Chinese), Oreste Tristani, Robert

Tchaidze, Teresa Simões, David Coble Fernández, David Florian-Hoyle, Jonathan

Benchimol, Carlo Migliardo, Oliver Fries, Yuichiro Waki, Cesar Carrera, Federico
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Guerrero, Beka Lamazoshvili, Rasim Mutlu, Álvaro Pina, and Paul Söderlind (and

my apologies to anyone I have failed to mention). As always, remaining errors are

my own.

I would also like to thank Jane Macdonald, my editor at the MIT Press for the

third edition, Nancy Lombardi, production editor for both the first and second edi-

tions, and Deborah Cantor-Adams, production editor, and Alice Cheyer, copy edi-

tor, for this edition, for their excellent assistance on the manuscript. Needless to say,

all remaining weaknesses and errors are my own responsibility. Terry Vaughan, my

original editor at the MIT Press, was instrumental in ensuring this project got o¤ the

ground initially, and Elizabeth Murry served ably as editor for the second edition.

Preface xv





Introduction

Monetary economics investigates the relationship between real economic variables at

the aggregate level (such as real output, real rates of interest, employment, and real

exchange rates) and nominal variables (such as the inflation rate, nominal interest

rates, nominal exchange rates, and the supply of money). So defined, monetary eco-

nomics has considerable overlap with macroeconomics more generally, and these

two fields have to a large degree shared a common history over most of the past 50

years. This statement was particularly true during the 1970s after the monetarist/

Keynesian debates led to a reintegration of monetary economics with macroeconom-

ics. The seminal work of Robert Lucas (1972) provided theoretical foundations for

models of economic fluctuations in which money was the fundamental driving factor

behind movements in real output. The rise of real-business-cycle models during the

1980s and early 1990s, building on the contribution of Kydland and Prescott (1982)

and focusing explicitly on nonmonetary factors as the driving forces behind business

cycles, tended to separate monetary economics from macroeconomics. More recently,

the real-business-cycle approach to aggregate modeling has been used to incorporate

monetary factors into dynamic general equilibrium models. Today, macroeconomics

and monetary economics share the common tools associated with dynamic stochastic

approaches to modeling the aggregate economy.

Despite these close connections, a book on monetary economics is not a book

on macroeconomics. The focus in monetary economics is distinct, emphasizing price

level determination, inflation, and the role of monetary policy. Today, monetary

economics is dominated by three alternative modeling strategies. The first two,

representative-agent models and overlapping-generations models, share a common

methodological approach in building equilibrium relationships explicitly on the foun-

dations of optimizing behavior by individual agents. The third approach is based on

sets of equilibrium relationships that are often not derived directly from any decision

problem. Instead, they are described as ad hoc by critics and as convenient approxi-

mations by proponents. The latter characterization is generally more appropriate,

and these models have demonstrated great value in helping economists understand



issues in monetary economics. This book deals with models in the representative-

agent class and with ad hoc models of the type often used in policy analysis.

There are several reasons for ignoring the overlapping-generations (OLG) ap-

proach. First, systematic expositions of monetary economics from the perspective

of overlapping generations are already available. For example, Sargent (1987) and

Champ and Freeman (1994) covered many topics in monetary economics using

OLG models. Second, many of the issues one studies in monetary economics re-

quire understanding the time series behavior of macroeconomic variables such as

inflation or the relationship between money and business cycles. It is helpful if the

theoretical framework can be mapped directly into implications for behavior that

can be compared with actual data. This mapping is more easily done with infinite-

horizon representative-agent models than with OLG models. This advantage, in

fact, is one reason for the popularity of real-business-cycle models that employ the

representative-agent approach, and so a third reason for limiting the coverage to

representative-agent models is that they provide a close link between monetary eco-

nomics and other popular frameworks for studying business cycle phenomena.

Fourth, monetary policy issues are generally related to the dynamic behavior of the

economy over time periods associated with business cycle frequencies, and here again

the OLG framework seems less directly applicable. Finally, OLG models emphasize

the store-of-value role of money at the expense of the medium-of-exchange role that

money plays in facilitating transactions. McCallum (1983b) argued that some of the

implications of OLG models that contrast most sharply with the implications of

other approaches (the tenuousness of monetary equilibria, for example) are directly

related to the lack of a medium-of-exchange role for money.

A book on monetary theory and policy would be seriously incomplete if it were

limited to representative-agent models. A variety of ad hoc models have played, and

continue to play, important roles in influencing the way economists and policy-

makers think about the role of monetary policy. These models can be very helpful

in highlighting key issues a¤ecting the linkages between monetary and real economic

phenomena. No monetary economist’s tool kit is complete without them. But it is

important to begin with more fully specified models so that one has some sense of

what is missing in the simpler models. In this way, one is better able to judge whether

the ad hoc models are likely to provide insight into particular questions.

This book is about monetary theory and the theory of monetary policy. Occa-

sional references to empirical results are made, but no attempt has been made to

provide a systematic survey of the vast body of empirical research in monetary eco-

nomics. Most of the debates in monetary economics, however, have at their root

issues of fact that can only be resolved by empirical evidence. Empirical evidence is

needed to choose between theoretical approaches, but theory is also needed to inter-

pret empirical evidence. How one links the quantities in the theoretical model to
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measurable data is critical, for example, in developing measures of monetary policy

actions that can be used to estimate the impact of policy on the economy. Because

empirical evidence aids in discriminating between alternative theories, it is helpful to

begin with a brief overview of some basic facts. Chapter 1 does so, providing a dis-

cussion that focuses primarily on the estimated impact of monetary policy actions on

real output. Here, as in the chapters that deal with some of the institutional details of

monetary policy, the evidence comes primarily from research on the United States.

However, an attempt has been made to cite cross-country studies and to focus on

empirical regularities that seem to characterize most industrialized economies.

Chapters 2–4 emphasize the role of inflation as a tax, using models that provide

the basic microeconomic foundations of monetary economics. These chapters cover

topics of fundamental importance for understanding how monetary phenomena af-

fect the general equilibrium behavior of the economy and how nominal prices, in-

flation, money, and interest rates are linked. Because the models studied in these

chapters assume that prices are perfectly flexible, they are most useful for under-

standing longer-run correlations between inflation, money, and output and cross-

country di¤erences in average inflation. However, they do have implications for

short-run dynamics as real and nominal variables adjust in response to aggregate

productivity disturbances and random shocks to money growth. These dynamics are

examined by employing simulations based on linear approximations around the

steady-state equilibrium.

Chapters 2 and 3 employ a neoclassical growth framework to study monetary phe-

nomena. The neoclassical model is one in which growth is exogenous and money has

no e¤ect on the real economy’s long-run steady state or has e¤ects that are likely to

be small empirically. However, because these models allow one to calculate the wel-

fare implications of exogenous changes in the economic environment, they provide a

natural framework for examining the welfare costs of alternative steady-state rates of

inflation. Stochastic versions of the basic models are calibrated, and simulations are

used to illustrate how monetary factors a¤ect the behavior of the economy. Such

simulations aid in assessing the ability of the models to capture correlations observed

in actual data. Since policy can be expressed in terms of both exogenous shocks and

endogenous feedbacks from real shocks, the models can be used to study how eco-

nomic fluctuations depend on monetary policy.

In chapter 4, the focus turns to public finance issues associated with money, infla-

tion, and monetary policy. The ability to create money provides governments with a

means of generating revenue. As a source of revenue, money creation, along with the

inflation that results, can be analyzed from the perspective of public finance as one

among many tax tools available to governments.

The link between the dynamic general equilibrium models of chapters 2–4 and the

models employed for short-run and policy analysis is developed in chapters 5 and 6.
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Chapter 5 discusses information and portfolio rigidities, and chapter 6 focuses on

nominal rigidities that can generate important short-run real e¤ects of monetary pol-

icy. Chapter 5 begins by reviewing some attempts to replicate the empirical evidence

on the short-run e¤ects of monetary policy shocks while still maintaining the as-

sumption of flexible prices. Lucas’s misperceptions model provides an important ex-

ample of one such attempt. Models of sticky information with flexible prices, due to

the work of Mankiw and Reis, provide a modern approach that can be thought of

as building on Lucas’s original insight that imperfect information is important for

understanding the short-run e¤ects of monetary shocks. Despite the growing research

on sticky information and on models with portfolio rigidities (also discussed in chap-

ter 5), it remains the case that most research in monetary economics in recent years

has adopted the assumption that prices and/or wages adjust sluggishly in response to

economic disturbances. Chapter 6 discusses some important models of price and in-

flation adjustment, and reviews some of the new microeconomic evidence on price

adjustment by firms. This evidence is helping to guide research on nominal rigidities

and has renewed interest in models of state-contingent pricing.

Chapter 7 turns to the analysis of monetary policy, focusing on monetary policy

objectives and the ability of policy authorities to achieve these objectives. Under-

standing monetary policy requires an understanding of how policy actions a¤ect

macroeconomic variables (the topic of chapters 2–6), but it also requires models of

policy behavior to understand why particular policies are undertaken. A large body

of research over the past three decades has used game-theoretic concepts to model

the monetary policymaker as a strategic agent. These models have provided new

insights into the rules-versus-discretion debate, provided positive theories of inflation,

and provided justification for many of the actual reforms of central banking legisla-

tion that have been implemented in recent years.

Models of sticky prices in dynamic stochastic general equilibrium form the foun-

dation of the new Keynesian models that have become the standard models for

monetary policy analysis over the past decade. These models build on the joint foun-

dations of optimizing behavior by economic agents and nominal rigidities, and they

form the core material of chapter 8. The basic new Keynesian model and some of its

policy implications are explored.

Chapter 9 extends the analysis to the open economy by focusing on two questions.

First, what additional channels from monetary policy actions to the real economy

are present in the open economy that were absent in the closed-economy analysis?

Second, how does monetary policy a¤ect the behavior of nominal and real exchange

rates? New channels through which monetary policy actions are transmitted to the

real economy are present in open economies and involve exchange rate movements

and interest rate linkages.
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Traditionally, economists have employed simple models in which the money stock

or even inflation is assumed to be the direct instrument of policy. In fact, most cen-

tral banks have employed interest rates as their operational policy instrument, so

chapter 10 emphasizes the role of the interest rate as the instrument of monetary pol-

icy and the term structure that links policy rates to long-term interest rates. While the

channels of monetary policy emphasized in traditional models operate primarily

through interest rates and exchange rates, an alternative view is that credit markets

play an independent role in a¤ecting the transmission of monetary policy actions

to the real economy. The nature of credit markets and their role in the transmis-

sion process are a¤ected by market imperfections arising from imperfect informa-

tion, so chapter 10 also examines theories that stress the role of credit and credit

market imperfections in the presence of moral hazard, adverse selection, and costly

monitoring.

Finally, in chapter 11 the focus turns to monetary policy implementation. Here,

the discussion deals with the problem of monetary instrument choice and monetary

policy operating procedures. A long tradition in monetary economics has debated

the usefulness of monetary aggregates versus interest rates in the design and imple-

mentation of monetary policy, and chapter 11 reviews the approach economists have

used to address this issue. A simple model of the market for bank reserves is used to

stress how the observed responses of short-term interest rates and reserve aggregates

will depend on the operating procedures used in the conduct of policy. New material

on channel systems for interest rate control has been added in this edition. A basic

understanding of policy implementation is important for empirical studies that at-

tempt to measure changes in monetary policy.1

1. Central bank operating procedures have changed significantly in recent years. For example, the Federal
Reserve now employs a penalty rate on discount window borrowing and pays interest on reserves. Several
other central banks employ channel systems (see section 11.4.3). For these reasons, the reserve market
model discussed in the first two editions, based as it was on a zero interest rate on reserves and a nonpen-
alty discount rate, is less relevant. However, because the previous model may still be of interest to some
readers, section 9.4 of the second edition is available online at hhttp://people.ucsc.edu/~walshc/mtp3ei.
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1Empirical Evidence on Money, Prices, and Output

1.1 Introduction

This chapter reviews some of the basic empirical evidence on money, inflation, and

output. This review serves two purposes. First, these basic facts about long-run

and short-run relationships serve as benchmarks for judging theoretical models. Sec-

ond, reviewing the empirical evidence provides an opportunity to discuss the ap-

proaches monetary economists have taken to estimate the e¤ects of money and

monetary policy on real economic activity. The discussion focuses heavily on evi-

dence from vector autoregressions (VARs) because these have served as a primary

tool for uncovering the impact of monetary phenomena on the real economy. The

findings obtained from VARs have been criticized, and these criticisms as well as

other methods that have been used to investigate the money-output relationship are

also discussed.

1.2 Some Basic Correlations

What are the basic empirical regularities that monetary economics must explain?

Monetary economics focuses on the behavior of prices, monetary aggregates, nomi-

nal and real interest rates, and output, so a useful starting point is to summarize

briefly what macroeconomic data tell us about the relationships among these

variables.

1.2.1 Long-Run Relationships

A nice summary of long-run monetary relationships is provided by McCandless and

Weber (1995). They examined data covering a 30-year period from 110 countries

using several definitions of money. By examining average rates of inflation, output

growth, and the growth rates of various measures of money over a long period of

time and for many di¤erent countries, McCandless and Weber provided evidence



on relationships that are unlikely to depend on unique country-specific events (such

as the particular means employed to implement monetary policy) that might influ-

ence the actual evolution of money, prices, and output in a particular country. Based

on their analysis, two primary conclusions emerge.

The first is that the correlation between inflation and the growth rate of the money

supply is almost 1, varying between 0:92 and 0:96, depending on the definition of the

money supply used. This strong positive relationship between inflation and money

growth is consistent with many other studies based on smaller samples of countries

and di¤erent time periods.1 This correlation is normally taken to support one of the

basic tenets of the quantity theory of money: a change in the growth rate of money

induces ‘‘an equal change in the rate of price inflation’’ (Lucas 1980b, 1005). Using

U.S. data from 1955 to 1975, Lucas plotted annual inflation against the annual

growth rate of money. While the scatter plot suggests only a loose but positive rela-

tionship between inflation and money growth, a much stronger relationship emerged

when Lucas filtered the data to remove short-run volatility. Berentsen, Menzio, and

Wright (2008) repeated Lucas’s exercise using data from 1955 to 2005, and like

Lucas, they found a strong correlation between inflation and money growth as they

removed more and more of the short-run fluctuations in the two variables.2

This high correlation between inflation and money growth does not, however,

have any implication for causality. If countries followed policies under which money

supply growth rates were exogenously determined, then the correlation could be

taken as evidence that money growth causes inflation, with an almost one-to-one

relationship between them. An alternative possibility, equally consistent with the

high correlation, is that other factors generate inflation, and central banks allow the

growth rate of money to adjust. Any theoretical model not consistent with a roughly

one-for-one long-run relationship between money growth and inflation, though,

would need to be questioned.3

The appropriate interpretation of money-inflation correlations, both in terms of

causality and in terms of tests of long-run relationships, also depends on the statisti-

cal properties of the underlying series. As Fischer and Seater (1993) noted, one can-

not ask how a permanent change in the growth rate of money a¤ects inflation unless

1. Examples include Lucas (1980b); Geweke (1986); and Rolnick and Weber (1994), among others. A nice
graph of the close relationship between money growth and inflation for high-inflation countries is provided
by Abel and Bernanke (1995, 242). Hall and Taylor (1997, 115) provided a similar graph for the G-7 coun-
tries. As will be noted, however, the interpretation of correlations between inflation and money growth can
be problematic.

2. Berentsen, Menzio, and Wright (2008) employed an HP filter and progressively increased the smoothing
parameter from 0 to 160,000.

3. Haldane (1997) found, however, that the money growth rate–inflation correlation is much less than 1
among low-inflation countries.

2 1 Empirical Evidence on Money, Prices, and Output



actual money growth has exhibited permanent shifts. They showed how the order of

integration of money and prices influences the testing of hypotheses about the long-

run relationship between money growth and inflation. In a similar vein, McCallum

(1984b) demonstrated that regression-based tests of long-run relationships in mone-

tary economics may be misleading when expectational relationships are involved.

McCandless and Weber’s second general conclusion is that there is no correlation

between either inflation or money growth and the growth rate of real output. Thus,

there are countries with low output growth and low money growth and inflation, and

countries with low output growth and high money growth and inflation—and coun-

tries with every other combination as well. This conclusion is not as robust as the

money growth–inflation one; McCandless and Weber reported a positive correlation

between real growth and money growth, but not inflation, for a subsample of OECD

countries. Kormendi and Meguire (1984) for a sample of almost 50 countries and

Geweke (1986) for the United States argued that the data reveal no long-run e¤ect

of money growth on real output growth. Barro (1995; 1996) reported a negative

correlation between inflation and growth in a cross-country sample. Bullard and

Keating (1995) examined post–World War II data from 58 countries, concluding

for the sample as a whole that the evidence that permanent shifts in inflation produce

permanent e¤ects on the level of output is weak, with some evidence of positive

e¤ects of inflation on output among low-inflation countries and zero or negative

e¤ects for higher-inflation countries.4 Similarly, Boschen and Mills (1995b) con-

cluded that permanent monetary shocks in the United States made no contribution

to permanent shifts in GDP, a result consistent with the findings of R. King and

Watson (1997).

Bullard (1999) surveyed much of the existing empirical work on the long-run rela-

tionship between money growth and real output, discussing both methodological

issues associated with testing for such a relationship and the results of a large litera-

ture. Specifically, while shocks to the level of the money supply do not appear to have

long-run e¤ects on real output, this is not the case with respect to shocks to money

growth. For example, the evidence based on postwar U.S. data reported in King and

Watson (1997) is consistent with an e¤ect of money growth on real output. Bullard

and Keating (1995) did not find any real e¤ects of permanent inflation shocks with a

cross-country analysis, but Berentsen, Menzio, and Wright (2008), using the same fil-

tering approach described earlier, argued that inflation and unemployment are posi-

tively related in the long run.

4. Kormendi and Meguire (1985) reported a statistically significant positive coe‰cient on average money
growth in a cross-country regression for average real growth. This e¤ect, however, was due to a single ob-
servation (Brazil), and the authors reported that money growth became insignificant in their growth equa-
tion when Brazil was dropped from the sample. They did find a significant negative e¤ect of monetary
volatility on growth.
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However, despite this diversity of empirical findings concerning the long-run rela-

tionship between inflation and real growth, and other measures of real economic

activity such as unemployment, the general consensus is well summarized by the

proposition, ‘‘about which there is now little disagreement, . . . that there is no long-

run trade-o¤ between the rate of inflation and the rate of unemployment’’ (Taylor

1996, 186).

Monetary economics is also concerned with the relationship between interest rates,

inflation, and money. According to the Fisher equation, the nominal interest rate

equals the real return plus the expected rate of inflation. If real returns are indepen-

dent of inflation, then nominal interest rates should be positively related to expected

inflation. This relationship is an implication of the theoretical models discussed

throughout this book. In terms of long-run correlations, it suggests that the level of

nominal interest rates should be positively correlated with average rates of inflation.

Because average rates of inflation are positively correlated with average money

growth rates, nominal interest rates and money growth rates should also be positively

correlated. Monnet and Weber (2001) examined annual average interest rates and

money growth rates over the period 1961–1998 for a sample of 31 countries. They

found a correlation of 0:87 between money growth and long-term interest rates. For

developed countries, the correlation is somewhat smaller (0:70); for developing coun-

tries, it is 0:84, although this falls to 0:66 when Venezuela is excluded.5 This evidence

is consistent with the Fisher equation.6

1.2.2 Short-Run Relationships

The long-run empirical regularities of monetary economics are important for gaug-

ing how well the steady-state properties of a theoretical model match the data.

Much of our interest in monetary economics, however, arises because of a need to

understand how monetary phenomena in general and monetary policy in particular

a¤ect the behavior of the macroeconomy over time periods of months or quarters.

Short-run dynamic relationships between money, inflation, and output reflect both

the way in which private agents respond to economic disturbances and the way in

which the monetary policy authority responds to those same disturbances. For this

reason, short-run correlations are likely to vary across countries, as di¤erent central

banks implement policy in di¤erent ways, and across time in a single country, as the

sources of economic disturbances vary.

Some evidence on short-run correlations for the United States are provided in fig-

ures 1.1 and 1.2. The figures show correlations between the detrended log of real

5. Venezuela’s money growth rate averaged over 28 percent, the highest among the countries in Monnet
and Weber’s sample.

6. Consistent evidence on the strong positive long-run relationship between inflation and interest rates was
reported by Berentsen, Menzio, and Wright (2008).
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Figure 1.2
Dynamic correlations, GDPt and Mtþ j , 1984:1–2008:2.

Figure 1.1
Dynamic correlations, GDPt and Mtþ j , 1967:1–2008:2.
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GDP and three di¤erent monetary aggregates, each also in detrended log form.7

Data are quarterly from 1967:1 to 2008:2, and the figures plot, for the entire sample

and for the subperiod 1984:1–2008:2, the correlation between real GDPt and Mtþj

against j, where M represents a monetary aggregate. The three aggregates are the

monetary base (sometimes denoted M0), M1, and M2. M0 is a narrow definition of

the money supply, consisting of total reserves held by the banking system plus cur-

rency in the hands of the public. M1 consists of currency held by the nonbank public,

travelers checks, demand deposits, and other checkable deposits. M2 consists of M1

plus savings accounts and small-denomination time deposits plus balances in retail

money market mutual funds. The post-1984 period is shown separately because

1984 often is identified as the beginning of a period characterized by greater macro-

economic stability, at least until the onset of the financial crisis in 2007.8

As figure 1.1 shows, the correlations with real output change substantially as one

moves from M0 to M2. The narrow measure M0 is positively correlated with real

GDP at both leads and lags over the entire period, but future M0 is negatively corre-

lated with real GDP in the period since 1984. M1 and M2 are positively correlated

at lags but negatively correlated at leads over the full sample. In other words, high

GDP (relative to trend) tends to be preceded by high values of M1 and M2 but fol-

lowed by low values. The positive correlation between GDPt and Mtþj for j < 0

indicates that movements in money lead movements in output. This timing pattern

played an important role in M. Friedman and Schwartz’s classic and highly influen-

tial A Monetary History of the United States (1963a). The larger correlations between

GDP and M2 arise in part from the endogenous nature of an aggregate such as M2,

depending as it does on banking sector behavior as well as on that of the nonbank

private sector (see King and Plosser 1984; Coleman 1996). However, these patterns

for M2 are reversed in the later period, though M1 still leads GDP. Correlations

among endogenous variables reflect the structure of the economy, the nature of

shocks experienced during each period, and the behavior of monetary policy. One

objective of a structural model of the economy and a theory of monetary policy is

to provide a framework for understanding why these dynamic correlations di¤er

over di¤erent periods.

Figures 1.3 and 1.4 show the cross-correlations between detrended real GDP and

several interest rates and between detrended real GDP and the detrended GDP defla-

tor. The interest rates range from the federal funds rate, an overnight interbank rate

used by the Federal Reserve to implement monetary policy, to the 1-year and 10-year

rates on government bonds. The three interest rate series display similar correlations

7. Trends are estimated using a Hodrick-Prescott filter.

8. Perhaps reflecting the greater volatility during 1967–1983, cross-correlations during this period are sim-
ilar to those obtained using the entire 1967–2008 period.
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Figure 1.3
Dynamic correlations, output, prices, and interest rates, 1967:1–2008:2.

Figure 1.4
Dynamic correlations, output, prices, and interest rates, 1984:1–2008:2.
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with real output, although the correlations become smaller for the longer-term rates.

For the entire sample period (figure 1.3), low interest rates tend to lead output, and a

rise in output tends to be followed by higher interest rates. This pattern is less pro-

nounced in the 1984:1–2008:2 period (figure 1.4), and interest rates appear to rise

prior to an increase in detrended GDP.

In contrast, the GDP deflator tends to be below trend when output is above trend,

but increases in real output tend to be followed by increases in prices, though this ef-

fect is absent in the more recent period. Kydland and Prescott (1990) argued that the

negative contemporaneous correlation between the output and price series suggests

that supply shocks, not demand shocks, must be responsible for business cycle fluctu-

ations. Aggregate supply shocks would cause prices to be countercyclical, whereas

demand shocks would be expected to make prices procyclical. However, if prices

were sticky, a demand shock would initially raise output above trend, and prices

would respond very little. If prices did eventually rise while output eventually re-

turned to trend, prices could be rising as output was falling, producing a negative

unconditional correlation between the two even though it was demand shocks gener-

ating the fluctuations (Ball and Mankiw 1994; Judd and Trehan 1995). Den Haan

(2000) examined forecast errors from a vector autoregression (see section 1.3.4) and

found that price and output correlations are positive for short forecast horizons

and negative for long forecast horizons. This pattern seems consistent with demand

shocks playing an important role in accounting for short-run fluctuations and supply

shocks playing a more important role in the long-run behavior of output and prices.

Most models used to address issues in monetary theory and policy contain only a

single interest rate. Generally, this is interpreted as a short-term rate of interest and is

often viewed as an overnight market interest rate that the central bank can, to a large

degree, control. The assumption of a single interest rate is a useful simplification if all

interest rates tend to move together. Figure 1.5 shows several longer-term market

rates of interest for the United States. As the figure suggests, interest rates do tend

to display similar behavior, although the 3-month Treasury bill rate, the shortest ma-

turity shown, is more volatile than the other rates. There are periods, however, when

rates at di¤erent maturities and riskiness move in opposite directions. For example,

during 2008, a period of financial crisis, the rate on corporate bonds rose while the

rates on government debt, both at 3-month and 10-year maturities, were falling.

Although figures 1.1–1.5 produce evidence for the behavior of money, prices, in-

terest rates, and output, at least for the United States, one of the challenges of

monetary economics is to determine the degree to which these data reveal causal

relationships, relationships that should be expected to appear in data from other

countries and during other time periods, or relationships that depend on the particu-

lar characteristics of the policy regime under which monetary policy is conducted.
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1.3 Estimating the E¤ect of Money on Output

Almost all economists accept that the long-run e¤ects of money fall entirely, or al-

most entirely, on prices, with little impact on real variables, but most economists

also believe that monetary disturbances can have important e¤ects on real variables

such as output in the short run.9 As Lucas (1996) put it in his Nobel lecture, ‘‘This

tension between two incompatible ideas—that changes in money are neutral unit

changes and that they induce movements in employment and production in the

same direction—has been at the center of monetary theory at least since Hume

wrote’’ (664).10 The time series correlations presented in the previous section suggest

the short-run relationships between money and income, but the evidence for the

e¤ects of money on real output is based on more than these simple correlations.

The tools that have been employed to estimate the impact of monetary policy have

evolved over time as the result of developments in time series econometrics and

changes in the specific questions posed by theoretical models. This section reviews

some of the empirical evidence on the relationship between monetary policy and

U.S. macroeconomic behavior. One objective of this literature has been to determine

Figure 1.5
Interest rates, 1967:01–2008:09.

9. For an exposition of the view that monetary factors have not played an important role in U.S. business
cycles, see Kydland and Prescott (1990).

10. The reference is to David Hume’s 1752 essays Of Money and Of Interest.
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whether monetary policy disturbances actually have played an important role in U.S.

economic fluctuations. Equally important, the empirical evidence is useful in judging

whether the predictions of di¤erent theories about the e¤ects of monetary policy are

consistent with the evidence. Among the excellent recent discussions of these issues

are Leeper, Sims, and Zha (1996) and Christiano, Eichenbaum, and Evans (1999),

where the focus is on the role of identified VARs in estimating the e¤ects of mone-

tary policy, and R. King and Watson (1996), where the focus is on using empirical

evidence to distinguish among competing business-cycle models.

1.3.1 The Evidence of Friedman and Schwartz

M. Friedman and Schwartz’s (1963a) study of the relationship between money and

business cycles still represents probably the most influential empirical evidence that

money does matter for business cycle fluctuations. Their evidence, based on almost

100 years of data from the United States, relies heavily on patterns of timing; system-

atic evidence that money growth rate changes lead changes in real economic activity

is taken to support a causal interpretation in which money causes output fluctua-

tions. This timing pattern shows up most clearly in figure 1.1 with M2.

Friedman and Schwartz concluded that the data ‘‘decisively support treating the

rate of change series [of the money supply] as conforming to the reference cycle pos-

itively with a long lead’’ (36). That is, faster money growth tends to be followed by

increases in output above trend, and slowdowns in money growth tend to be fol-

lowed by declines in output. The inference Friedman and Schwartz drew was that

variations in money growth rates cause, with a long (and variable) lag, variations in

real economic activity.

The nature of this evidence for the United States is apparent in figure 1.6, which

shows two detrended money supply measures and real GDP. The monetary aggre-

gates in the figure, M1 and M2, are quarterly observations on the deviations of the

actual series from trend. The sample period is 1967:1–2008:2, so that is after the pe-

riod of the Friedman and Schwartz study. The figure reveals slowdowns in money

leading most business cycle downturns through the early 1980s. However, the pattern

is not so apparent after 1982. B. Friedman and Kuttner (1992) documented the seem-

ing breakdown in the relationship between monetary aggregates and real output; this

changing relationship between money and output has a¤ected the manner in which

monetary policy has been conducted, at least in the United States (see chapter 11).

While it is suggestive, evidence based on timing patterns and simple correlations

may not indicate the true causal role of money. Since the Federal Reserve and the

banking sector respond to economic developments, movements in the monetary

aggregates are not exogenous, and the correlation patterns need not reflect any

causal e¤ect of monetary policy on economic activity. If, for example, the central
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bank is implementing monetary policy by controlling the value of some short-term

market interest rate, the nominal stock of money will be a¤ected both by policy

actions that change interest rates and by developments in the economy that are not

related to policy actions. An economic expansion may lead banks to expand lending

in ways that produce an increase in the stock of money, even if the central bank has

not changed its policy. If the money stock is used to measure monetary policy, the

relationship observed in the data between money and output may reflect the impact

of output on money, not the impact of money and monetary policy on output.

Tobin (1970) was the first to model formally the idea that the positive correlation

between money and output—the correlation that Friedman and Schwartz interpreted

as providing evidence that money caused output movements—could in fact reflect

just the opposite—output might be causing money. A more modern treatment of

what is known as the reverse causation argument was provided by R. King and

Plosser (1984). They show that inside money, the component of a monetary aggre-

gate such as M1 that represents the liabilities of the banking sector, is more highly

correlated with output movements in the United States than is outside money, the

liabilities of the Federal Reserve. King and Plosser interpreted this finding as evi-

dence that much of the correlation between broad aggregates such as M1 or M2

and output arises from the endogenous response of the banking sector to economic

disturbances that are not the result of monetary policy actions. More recently, Cole-

man (1996), in an estimated equilibrium model with endogenous money, found that

Figure 1.6
Detrended money and real GDP, 1967:1–2008:2.
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the implied behavior of money in the model cannot match the lead-lag relationship

in the data. Specifically, a money supply measure such as M2 leads output, whereas

Coleman found that his model implies that money should be more highly correlated

with lagged output than with future output.11

The endogeneity problem is likely to be particularly severe if the monetary author-

ity has employed a short-term interest rate as its main policy instrument, and this has

generally been the case in the United States. Changes in the money stock will then be

endogenous and cannot be interpreted as representing policy actions. Figure 1.7

shows the behavior of two short-term nominal interest rates, the 3-month Treasury

bill rate (3MTB) and the federal funds rate, together with detrended real GDP. Like

figure 1.6, figure 1.7 provides some support for the notion that monetary policy

actions have contributed to U.S. business cycles. Interest rates have typically

increased prior to economic downturns. But whether this is evidence that monetary

policy has caused or contributed to cyclical fluctuations cannot be inferred from the

figure; the movements in interest rates may simply reflect the Fed’s response to the

state of the economy.

Simple plots and correlations are suggestive, but they cannot be decisive. Other

factors may be the cause of the joint movements of output, monetary aggregates,

Figure 1.7
Interest rates and detrended real GDP, 1967:1–2008:2.

11. Lacker (1988) showed how the correlations between inside money and future output could also arise if
movements in inside money reflect new information about future monetary policy.
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and interest rates. The comparison with business cycle reference points also ignores

much of the information about the time series behavior of money, output, and inter-

est rates that could be used to determine what impact, if any, monetary policy has on

output. And the appropriate variable to use as a measure of monetary policy will de-

pend on how policy has been implemented.

One of the earliest time series econometric attempts to estimate the impact of

money was due to M. Friedman and Meiselman (1963). Their objective was to test

whether monetary or fiscal policy was more important for the determination of nom-

inal income. To address this issue, they estimated the following equation:12

yn
t 1 yt þ pt ¼ yn

0 þ
X
i¼0

aiAt�i þ
X
i¼0

bimt�i þ
X
i¼0

hizt�i þ ut; ð1:1Þ

where yn denotes the log of nominal income, equal to the sum of the logs of output

and the price level, A is a measure of autonomous expenditures, and m is a monetary

aggregate; z can be thought of as a vector of other variables relevant for explaining

nominal income fluctuations. Friedman and Meiselman reported finding a much

more stable and statistically significant relationship between output and money than

between output and their measure of autonomous expenditures. In general, they

could not reject the hypothesis that the ai coe‰cients were zero, while the bi coe‰-

cients were always statistically significant.

The use of equations such as (1.1) for policy analysis was promoted by a number

of economists at the Federal Reserve Bank of St. Louis, so regressions of nominal

income on money are often called St. Louis equations (see L. Andersen and Jordon

1968; B. Friedman 1977a; Carlson 1978). Because the dependent variable is nominal

income, the St. Louis approach does not address directly the question of how a

money-induced change in nominal spending is split between a change in real output

and a change in the price level. The impact of money on nominal income was esti-

mated to be quite strong, and Andersen and Jordon (1968, 22) concluded, ‘‘Finding

of a strong empirical relationship between economic activity and . . . monetary actions

points to the conclusion that monetary actions can and should play a more promi-

nent role in economic stabilization than they have up to now.’’13

12. This is not exactly correct; because Friedman and Meiselman included ‘‘autonomous’’ expenditures as
an explanatory variable, they also used consumption as the dependent variable (basically, output minus
autonomous expenditures). They also reported results for real variables as well as nominal ones. Following
modern practice, (1.1) is expressed in terms of logs; Friedman and Meiselman estimated their equation in
levels.

13. B. Friedman (1977a) argued that updated estimates of the St. Louis equation did yield a role for fiscal
policy, although the statistical reliability of this finding was questioned by Carlson (1978). Carlson also
provided a bibliography listing many of the papers on the St. Louis equation (see his footnote 2, p. 13).
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The original Friedman-Meiselman result generated responses by Modigliani and

Ando (1976) and De Prano and Mayer (1965), among others. This debate empha-

sized that an equation such as (1.1) is misspecified if m is endogenous. To illustrate

the point with an extreme example, suppose that the central bank is able to manipu-

late the money supply to o¤set almost perfectly shocks that would otherwise generate

fluctuations in nominal income. In this case, yn would simply reflect the random

control errors the central bank had failed to o¤set. As a result, m and yn might be

completely uncorrelated, and a regression of yn on m would not reveal that money

actually played an important role in a¤ecting nominal income. If policy is able to re-

spond to the factors generating the error term ut, then mt and ut will be correlated,

ordinary least-squares estimates of (1.1) will be inconsistent, and the resulting esti-

mates will depend on the manner in which policy has induced a correlation between

u and m. Changes in policy that altered this correlation would also alter the least-

squares regression estimates one would obtain in estimating (1.1).

1.3.2 Granger Causality

The St. Louis equation related nominal output to the past behavior of money. Simi-

lar regressions employing real output have also been used to investigate the connec-

tion between real economic activity and money. In an important contribution, Sims

(1972) introduced the notion of Granger causality into the debate over the real e¤ects

of money. A variable X is said to Granger-cause Y if and only if lagged values of X

have marginal predictive content in a forecasting equation for Y . In practice, testing

whether money Granger-causes output involves testing whether the ai coe‰cients

equal zero in a regression of the form

yt ¼ y0 þ
X
i¼1

aimt�i þ
X
i¼1

biyt�i þ
X
i¼1

cizt�i þ et; ð1:2Þ

where key issues involve the treatment of trends in output and money, the choice of

lag lengths, and the set of other variables (represented by z) that are included in the

equation.

Sims’s original work used log levels of U.S. nominal GNP and money (both M1

and the monetary base). He found evidence that money Granger-caused GNP. That

is, the past behavior of money helped to predict future GNP. However, using the in-

dex of industrial production to measure real output, Sims (1980) found that the frac-

tion of output variation explained by money was greatly reduced when a nominal

interest rate was added to the equation (so that z consists of the log price level and

an interest rate). Thus, the conclusion seemed sensitive to the specification of z.

Eichenbaum and Singleton (1987) found that money appeared to be less important

if the regressions were specified in log first di¤erence form rather than in log levels
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with a time trend. Stock and Watson (1989) provided a systematic treatment of the

trend specification in testing whether money Granger-causes real output. They con-

cluded that money does help to predict future output (they actually used industrial

production) even when prices and an interest rate are included.

A large literature has examined the value of monetary indicators in forecasting

output. One interpretation of Sims’s finding was that including an interest rate

reduces the apparent role of money because, at least in the United States, a short-

term interest rate rather than the money supply provides a better measure of mone-

tary policy actions (see chapter 11). B. Friedman and Kuttner (1992) and Bernanke

and Blinder (1992), among others, looked at the role of alternative interest rate mea-

sures in forecasting real output. Friedman and Kuttner examined the e¤ects of alter-

native definitions of money and di¤erent sample periods and concluded that the

relationship in the United States is unstable and deteriorated in the 1990s. Bernanke

and Blinder found that the federal funds rate ‘‘dominates both money and the bill

and bond rates in forecasting real variables.’’

Regressions of real output on money were also popularized by Barro (1977; 1978;

1979b) as a way of testing whether only unanticipated money matters for real out-

put. By dividing money into anticipated and unanticipated components, Barro ob-

tained results suggesting that only the unanticipated part a¤ects real variables (see

also Barro and Rush 1980 and the critical comment by Small 1979). Subsequent

work by Mishkin (1982) found a role for anticipated money as well. Cover (1992)

employed a similar approach and found di¤erences in the impacts of positive and

negative monetary shocks. Negative shocks were estimated to have significant e¤ects

on output, whereas the e¤ect of positive shocks was usually small and statistically

insignificant.

1.3.3 Policy Uses

Before reviewing other evidence on the e¤ects of money on output, it is useful to ask

whether equations such as (1.2) can be used for policy purposes. That is, can a re-

gression of this form be used to design a policy rule for setting the central bank’s pol-

icy instrument? If it can, then the discussions of theoretical models that form the bulk

of this book would be unnecessary, at least from the perspective of conducting mon-

etary policy.

Suppose that the estimated relationship between output and money takes the form

yt ¼ y0 þ a0mt þ a1mt�1 þ c1zt þ c2zt�1 þ ut: ð1:3Þ
According to (1.3), systematic variations in the money supply a¤ect output. Consider

the problem of adjusting the money supply to reduce fluctuations in real output. If

this objective is interpreted to mean that the money supply should be manipulated

to minimize the variance of yt around y0, then mt should be set equal to
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mt ¼ � a1

a0
mt�1 � c2

a0
zt�1 þ vt

¼ p1mt�1 þ p2zt�1 þ vt; ð1:4Þ
where for simplicity it is assumed that the monetary authority’s forecast of zt is equal

to zero. The term vt represents the control error experienced by the monetary author-

ity in setting the money supply. Equation (1.4) represents a feedback rule for the

money supply whose parameters are themselves determined by the estimated coe‰-

cients in the equation for y. A key assumption is that the coe‰cients in (1.3) are in-

dependent of the choice of the policy rule for m. Substituting (1.4) into (1.3), output

under the policy rule given in (1.4) would be equal to yt ¼ y0 þ c1zt þ ut þ a0vt.

Notice that a policy rule has been derived using only knowledge of the policy ob-

jective (minimizing the expected variance of output) and knowledge of the estimated

coe‰cients in (1.3). No theory of how monetary policy actually a¤ects the economy

was required. Sargent (1976) showed, however, that the use of (1.3) to derive a policy

feedback rule may be inappropriate. To see why, suppose that real output actually

depends only on unpredicted movements in the money supply; only surprises matter,

with predicted changes in money simply being reflected in price level movements with

no impact on output.14 From (1.4), the unpredicted movement in mt is just vt, so let

the true model for output be

yt ¼ y0 þ d0vt þ d1zt þ d2zt�1 þ ut: ð1:5Þ
Now from (1.4), vt ¼ mt � ðp1mt�1 þ p2zt�1Þ, so output can be expressed equiva-

lently as

yt ¼ y0 þ d0½mt � ðp1mt�1 þ p2zt�1Þ� þ d1zt þ d2zt�1 þ ut

¼ y0 þ d0mt � d0p1mt�1 þ d1zt þ ðd2 � d0p2Þzt�1 þ ut; ð1:6Þ
which has exactly the same form as (1.3). Equation (1.3), which was initially inter-

preted as consistent with a situation in which systematic feedback rules for monetary

policy could a¤ect output, is observationally equivalent to (1.6), which was derived

under the assumption that systematic policy had no e¤ect and only money surprises

mattered. The two are observationally equivalent because the error term in both (1.3)

and (1.6) is just ut; both equations fit the data equally well.

A comparison of (1.3) and (1.6) reveals another important conclusion. The coe‰-

cients of (1.6) are functions of the parameters in the policy rule (1.4). Thus, changes

in the conduct of policy, interpreted to mean changes in the feedback rule parame-

14. The influential model of Lucas (1972) has this implication. See chapter 5.
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ters, will change the parameters estimated in an equation such as (1.6) (or in a St.

Louis–type regression). This is an example of the Lucas (1976) critique: empirical

relationships are unlikely to be invariant to changes in policy regimes.

Of course, as Sargent stressed, it may be that (1.3) is the true structure that re-

mains invariant as policy changes. In this case, (1.5) will not be invariant to changes

in policy. To demonstrate this point, note that (1.4) implies

mt ¼ ð1� p1LÞ�1ðp2zt�1 þ vtÞ;
where L is the lag operator.15 Hence, we can write (1.3) as

yt ¼ y0 þ a0mt þ a1mt�1 þ c1zt þ c2zt�1 þ ut

¼ y0 þ a0ð1� p1LÞ�1ðp2zt�1 þ vtÞ

þ a1ð1� p1LÞ�1ðp2zt�2 þ vt�1Þ þ c1zt þ c2zt�1 þ ut

¼ ð1� p1Þy0 þ p1yt�1 þ a0vt þ a1vt�1 þ c1zt

þ ðc2 þ a0p2 � c1p1Þzt�1 þ ða1p2 � c2p1Þzt�2 þ ut � p1ut�1; ð1:7Þ
where output is now expressed as a function of lagged output, the z variable, and

money surprises (the v realizations). If this were interpreted as a policy-invariant ex-

pression, one would conclude that output is independent of any predictable or sys-

tematic feedback rule for monetary policy; only unpredicted money appears to

matter. Yet, under the hypothesis that (1.3) is the true invariant structure, changes

in the policy rule (the p1 coe‰cients) will cause the coe‰cients in (1.7) to change.

Note that starting with (1.5) and (1.4), one derives an expression for output that is

observationally equivalent to (1.3). But starting with (1.3) and (1.4), one ends up with

an expression for output that is not equivalent to (1.5); (1.7) contains lagged values

of output, v, and u, and two lags of z, whereas (1.5) contains only the contemporane-

ous values of v and u and one lag of z. These di¤erences would allow one to dis-

tinguish between the two, but they arise only because this example placed a priori

restrictions on the lag lengths in (1.3) and (1.5). In general, one would not have the

type of a priori information that would allow this.

The lesson from this simple example is that policy cannot be designed without a

theory of how money a¤ects the economy. A theory should identify whether the coef-

ficients in a specification of the form (1.3) or in a specification such as (1.5) will re-

main invariant as policy changes. While output equations estimated over a single

15. That is, L ixt ¼ xt�i.
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policy regime may not allow the true structure to be identified, information from sev-

eral policy regimes might succeed in doing so. If a policy regime change means that

the coe‰cients in the policy rule (1.4) have changed, this would serve to identify

whether an expression of the form (1.3) or one of the form (1.5) was policy-invariant.

1.3.4 The VAR Approach

Much of the understanding of the empirical e¤ects of monetary policy on real eco-

nomic activity has come from the use of vector autoregression (VAR) frameworks.

The use of VARs to estimate the impact of money on the economy was pioneered

by Sims (1972; 1980). The development of the approach as it moved from bivariate

(Sims 1972) to trivariate (Sims 1980) to larger and larger systems as well as the em-

pirical findings the literature has produced were summarized by Leeper, Sims, and

Zha (1996). Christiano, Eichenbaum, and Evans (1999) provided a thorough discus-

sion of the use of VARs to estimate the impact of money, and they provided an ex-

tensive list of references to work in this area.16

Suppose there is a bivariate system in which yt is the natural log of real output at

time t, and xt is a candidate measure of monetary policy such as a measure of the

money stock or a short-term market rate of interest.17 The VAR system can be writ-

ten as

yt

xt

� �
¼ AðLÞ yt�1

xt�1

� �
þ uyt

uxt

� �
; ð1:8Þ

where AðLÞ is a 2� 2 matrix polynomial in the lag operator L, and uit is a time t se-

rially independent innovation to the ith variable. These innovations can be thought

of as linear combinations of independently distributed shocks to output (eyt) and to

policy (ext):

uyt

uxt

� �
¼ eyt þ yext

feyt þ ext

� �
¼ 1 y

f 1

� �
eyt

ext

� �
¼ B

eyt

ext

� �
: ð1:9Þ

The one-period-ahead error made in forecasting the policy variable xt is equal to

uxt, and since, from (1.9), uxt ¼ feyt þ ext, these errors are caused by the exogenous

output and policy disturbances eyt and ext. Letting Su denote the 2� 2 variance-

covariance matrix of the uit, Su ¼ BSeB
0, where Se is the (diagonal) variance matrix

of the eit.

16. Two references on the econometrics of VARs are Hamilton (1994) and Maddala (1992).

17. How one measures monetary policy is a critical issue in the empirical literature (see, e.g., C. Romer
and Romer 1990a; Bernanke and Blinder 1992; D. Gordon and Leeper 1994; Christiano, Eichenbaum,
and Evans 1996a; 1999; Bernanke and Mihov 1998; Rudebusch 1997; Leeper, Sims, and Zha 1996; and
Leeper 1997). Zha (1997) provided a useful discussion of the general identification issues that arise in
attempting to measure the impact of monetary policy; see chapter 11.
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The random variable ext represents the exogenous shock to policy. To determine

the role of policy in causing movements in output or other macroeconomic variables,

one needs to estimate the e¤ect of ex on these variables. As long as f0 0, the inno-

vation to the observed policy variable xt will depend both on the shock to policy ext
and on the nonpolicy shock eyt; obtaining an estimate of uxt does not provide a mea-

sure of the policy shock unless f ¼ 0.

To make the example even more explicit, suppose the VAR system is

yt

xt

� �
¼ a1 a2

0 0

� �
yt�1

xt�1

� �
þ uyt

uxt

� �
; ð1:10Þ

with 0 < a1 < 1. Then xt ¼ uxt, and yt ¼ a1yt�1 þ uyt þ a2uxt�1, and one can write yt
in moving average form as

yt ¼
Xy
i¼0

ai
1uyt�i þ

Xy
i¼0

ai
1a2uxt�i�1:

Estimating (1.10) yields estimates of AðLÞ and Su, and from these the e¤ects of uxt on

fyt; ytþ1; . . .g can be calculated. If one interpreted ux as an exogenous policy distur-

bance, then the implied response of yt; ytþ1; . . . to a policy shock would be18

0; a2; a1a2; a
2
1a2; . . . :

To estimate the impact of a policy shock on output, however, one needs to calcu-

late the e¤ect on fyt; ytþ1; . . .g of a realization of the policy shock ext. In terms of the

true underlying structural disturbances ey and ex, (1.9) implies

yt ¼
Xy
i¼0

ai
1ðeyt�i þ yext�iÞ þ

Xy
i¼0

ai
1a2ðext�i�1 þ feyt�i�1Þ

¼ eyt þ
Xy
i¼0

ai
1ða1 þ a2fÞeyt�i�1 þ yext þ

Xy
i¼0

ai
1ða1yþ a2Þext�i�1; ð1:11Þ

so the impulse response function giving the true response of y to the exogenous pol-

icy shock ex is

y; a1yþ a2; a1ða1yþ a2Þ; a21ða1yþ a2Þ; . . . :

18. This represents the response to an nonorthogonalized innovation. The basic point, however, is that if y
and f are nonzero, the underlying shocks are not identified, so the estimated response to ux or to the com-
ponent of ux that is orthogonal to uy will not identify the response to the policy shock ex.
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This response involves the elements of AðLÞ and the elements of B. And while AðLÞ
can be estimated from (1.8), B and Se are not identified without further restrictions.19

Two basic approaches to solving this identification problem have been followed.

The first imposes additional restrictions on the matrix B that links the observable

VAR residuals to the underlying structural disturbances (see (1.9)). This approach

was used by Sims (1972; 1988); Bernanke (1986); Walsh (1987); Bernanke and

Blinder (1992); D. Gordon and Leeper (1994); and Bernanke and Mihov (1998),

among others. If policy shocks a¤ect output with a lag, for example, the restriction

that y ¼ 0 would allow the other parameters of the model to be identified. The sec-

ond approach achieves identification by imposing restrictions on the long-run e¤ects

of the disturbances on observed variables. For example, the assumption of long-run

neutrality of money would imply that a monetary policy shock (ex) has no long-

run permanent e¤ect on output. In terms of the example that led to (1.11), long-run

neutrality of the policy shock would imply that yþ ða1yþ a2Þ
P

ai
1 ¼ 0 or y ¼ �a2.

Examples of this approach include Blanchard and Watson (1986); Blanchard (1989);

Blanchard and Quah (1989); Judd and Trehan (1989); Hutchison and Walsh (1992);

and Galı́ (1992). The use of long-run restrictions is criticized by Faust and Leeper

(1997).

In Sims (1972), the nominal money supply (M1) was treated as the measure of

monetary policy (the x variable), and policy shocks were identified by assuming that

f ¼ 0. This approach corresponds to the assumption that the money supply is prede-

termined and that policy innovations are exogenous with respect to the nonpolicy

innovations (see (1.9)). In this case, uxt ¼ ext, so from the fact that uyt ¼ yext þ eyt ¼
yuxt þ eyt, y can be estimated from the regression of the VAR residuals uyt on the

VAR residuals uxt.20 This corresponds to a situation in which the policy variable x

does not respond contemporaneously to output shocks, perhaps because of informa-

tion lags in formulating policy. However, if x depends contemporaneously on non-

policy disturbances as well as policy shocks (f0 0), using uxt as an estimate of ext
will compound the e¤ects of eyt on uxt with the e¤ects of policy actions.

An alternative approach seeks a policy measure for which y ¼ 0 is a plausible as-

sumption; this corresponds to the assumption that policy shocks have no contempo-

raneous impact on output.21 This type of restriction was imposed by Bernanke and

Blinder (1992) and Bernanke and Mihov (1998). How reasonable such an assump-

tion might be clearly depends on the unit of observation. In annual data, the assump-

19. In this example, the three elements of Su, the two variances and the covariance term, are functions of
the four unknown parameters, f, y, and the variances of ey and ex.

20. This represents a Choleski decomposition of the VAR residuals with the policy variable ordered first.

21. This represents a Choleski decomposition with output ordered before the policy variable.
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tion of no contemporaneous e¤ect would be implausible; with monthly data, it might

be much more plausible.

This discussion has, for simplicity, treated both y and x as scalars. In fact, neither

assumption is appropriate. One is usually interested in the e¤ects of policy on several

dimensions of an economy’s macroeconomic performance, and policy is likely to re-

spond to unemployment and inflation as well as to other variables, so y would nor-

mally be a vector of nonpolicy variables. Then the restrictions that correspond to

either f ¼ 0 or y ¼ 0 may be less easily justified. While one might argue that policy

does not respond contemporaneously to unemployment when the analysis involves

monthly data, this is not likely to be the case with respect to market interest rates.

And, using the same example, one might be comfortable assuming that the current

month’s unemployment rate is una¤ected by current policy actions, but this would

not be true of interest rates, since financial markets will respond immediately to pol-

icy actions.

In addition, there generally is no clear scalar choice for the policy variable x. If

policy were framed in terms of strict targets for the money supply, for a specific mea-

sure of banking sector reserves, or for a particular short-term interest rate, then the

definition of x might be straightforward. In general, however, several candidate mea-

sures of monetary policy will be available, all depending in various degrees on both

policy actions and nonpolicy disturbances. What constitutes an appropriate candi-

date for x, and how x depends on nonpolicy disturbances, will depend on the operat-

ing procedures the monetary authority is following as it implements policy.

Money and Output

Sims (1992) provided a useful summary of the VAR evidence on money and output

from France, Germany, Japan, the United Kingdom, and the United States. He esti-

mated separate VARs for each country, using a common specification that includes

industrial production, consumer prices, a short-term interest rate as the measure of

monetary policy, a measure of the money supply, an exchange rate index, and an

index of commodity prices. Sims ordered the interest rate variable first. This cor-

responds to the assumption that f ¼ 0; innovations to the interest rate variable po-

tentially a¤ect the other variables contemporaneously (Sims used monthly data),

whereas the interest rate is not a¤ected contemporaneously by innovations in any of

the other variables.22

The response of real output to an interest rate innovation was similar for all five of

the countries Sims examined. In all cases, monetary shocks led to an output response

that is usually described as following a hump-shaped pattern. The negative output

22. Sims noted that the correlations among the VAR residuals, the u 0
it, are small so that the ordering has

little impact on his results (i.e., sample estimates of f and y are small).
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e¤ects of a contractionary shock, for example, build to a peak after several months

and then gradually die out.

Eichenbaum (1992) compared the estimated e¤ects of monetary policy in the

United States using alternative measures of policy shocks and discussed how di¤erent

choices can produce puzzling results, at least puzzling relative to certain theoretical

expectations. He based his discussion on the results obtained from a VAR containing

four variables: the price level and output (these correspond to the elements of y in

(1.8)), M1 as a measure of the money supply, and the federal funds rate as a measure

of short-term interest rates (these correspond to the elements of x). He considered

interpreting shocks to M1 as policy shocks versus the alternative of interpreting

funds rate shocks as policy shocks. He found that a positive innovation to M1 is fol-

lowed by an increase in the federal funds rate and a decline in output. This result is

puzzling if M1 shocks are interpreted as measuring the impact of monetary policy.

An expansionary monetary policy shock would be expected to lead to increases in

both M1 and output. The interest rate was also found to rise after a positive M1

shock, also a potentially puzzling result; a standard model in which money demand

varies inversely with the nominal interest rate would suggest that an increase in the

money supply would require a decline in the nominal rate to restore money market

equilibrium. D. Gordon and Leeper (1994) showed that a similar puzzle emerges

when total reserves are used to measure monetary policy shocks. Positive reserve

innovations are found to be associated with increases in short-term interest rates

and unemployment increases. The suggestion that a rise in reserves or the money

supply might raise, not lower, market interest rates generated a large literature

that attempted to search for a liquidity e¤ect of changes in the money supply (e.g.,

Reichenstein 1987; Christiano and Eichenbaum 1992a; Leeper and Gordon 1992;

Strongin 1995; Hamilton 1996).

When Eichenbaum used innovations in the short-term interest rate as a measure of

monetary policy actions, a positive shock to the funds rate represented a contrac-

tionary policy shock. No output puzzle was found in this case; a positive interest

rate shock was followed by a decline in the output measure. Instead, what has been

called the price puzzle emerges: a contractionary policy shock is followed by a rise in

the price level. The e¤ect is small and temporary (and barely statistically significant)

but still puzzling. The most commonly accepted explanation for the price puzzle is

that it reflects the fact that the variables included in the VAR do not span the full

information set available to the Fed. Suppose the Fed tends to raise the funds rate

whenever it forecasts that inflation might rise in the future. To the extent that the

Fed is unable to o¤set the factors that led it to forecast higher inflation, or to the ex-

tent that the Fed acts too late to prevent inflation from rising, the increase in the

funds rate will be followed by a rise in prices. This interpretation would be consistent
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with the price puzzle. One solution is to include commodity prices or other asset pri-

ces in the VAR. Since these prices tend to be sensitive to changing forecasts of future

inflation, they serve as a proxy for some of the Fed’s additional information (Sims

1992; Chari, Christiano, and Eichenbaum 1995; Bernanke and Mihov 1998). Sims

(1992) showed that the price puzzle is not confined to U.S. studies. He reported

VAR estimates of monetary policy e¤ects for France, Germany, Japan, and the

United Kingdom as well as for the United States, and in all cases a positive shock

to the interest rate led to a positive price response. These price responses tended to

become smaller, but did not in all cases disappear, when a commodity price index

and a nominal exchange rate were included in the VAR.

An alternative interpretation of the price puzzle is provided by Barth and Ramey

(2002). They argued that contractionary monetary policy operates on aggregate sup-

ply as well as aggregate demand. For example, an increase in interest rates raises the

cost of holding inventories and thus acts as a positive cost shock. This negative sup-

ply e¤ect raises prices and lowers output. Such an e¤ect is called the cost channel

of monetary policy. In this interpretation, the price puzzle is simply evidence of the

cost channel rather than evidence that the VAR is misspecified. Barth and Ramey

combined industry-level data with aggregate data in a VAR and reported evidence

supporting the cost channel interpretation of the price puzzle (see also Ravenna and

Walsh 2006).

One di‰culty in measuring the impact of monetary policy shocks arises when

operating procedures change over time. The best measure of policy during one period

may no longer accurately reflect policy in another period if the implementation of

policy has changed. Many authors have argued that over most of the past 35 years,

the federal funds rate has been the key policy instrument in the United States, sug-

gesting that unforecasted changes in this interest rate may provide good estimates of

policy shocks. This view has been argued, for example, by Bernanke and Blinder

(1992) and Bernanke and Mihov (1998). While the Fed’s operating procedures have

varied over time, the funds rate is likely to be the best indicator of policy in the

United States during the pre-1979 and post-1982 periods.23 Policy during the period

1979–1982 is less adequately characterized by the funds rate.24

While researchers have disagreed on the best means of identifying policy shocks,

there has been a surprising consensus on the general nature of the economic re-

sponses to monetary policy shocks. A variety of VARs estimated for a number of

23. Chapter 11 provides a brief history of Fed operating procedures.

24. During this period, nonborrowed reserves were set to achieve a level of interest rates consistent with
the desired monetary growth targets. In this case, the funds rate may still provide a satisfactory policy in-
dicator. Cook (1989) found that most changes in the funds rate during the 1979–1982 period reflected pol-
icy actions. See chapter 11 for a discussion of operating procedures and the reserve market.
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countries all indicate that in response to a policy shock, output follows a hump-

shaped pattern in which the peak impact occurs several quarters after the initial

shock. Monetary policy actions appear to be taken in anticipation of inflation, so

that a price puzzle emerges if forward-looking variables such as commodity prices

are not included in the VAR.

If monetary policy shocks cause output movements, how important have these

shocks been in accounting for actual business cycle fluctuations? Leeper, Sims, and

Zha (1996) concluded that monetary policy shocks have been relatively unimportant.

However, their assessment is based on monthly data for the period from the begin-

ning of 1960 until early 1996. This sample contains several distinct periods character-

ized by di¤erences in the procedures used by the Fed to implement monetary policy,

and the contribution of monetary shocks may have di¤ered over various subperiods.

Christiano, Eichenbaum, and Evans (1999) concluded that estimates of the impor-

tance of monetary policy shocks for output fluctuations are sensitive to the way mon-

etary policy is measured. When they used a funds-rate measure of monetary policy,

policy shocks accounted for 21 percent of the four-quarter-ahead forecast error vari-

ance for quarterly real GDP. This figure rose to 38 percent of the 12-quarter-ahead

forecast error variance. Smaller e¤ects were found using policy measures based on

monetary aggregates. Christiano, Eichenbaum, and Evans found that very little of

the forecast error variance for the price level could be attributed to monetary policy

shocks.

Criticisms of the VAR Approach

Measures of monetary policy based on the estimation of VARs have been criticized

on several grounds.25 First, some of the impulse responses do not accord with most

economists’ priors. In particular, the price puzzle—the finding that a contractionary

policy shock, as measured by a funds rate shock, tends to be followed by a rise in

the price level—is troublesome. As noted earlier, the price puzzle can be solved by

including oil prices or commodity prices in the VAR system, and the generally

accepted interpretation is that lacking these inflation-sensitive prices, a standard

VAR misses important information that is available to policymakers. A related but

more general point is that many of the VAR models used to assess monetary policy

fail to incorporate forward-looking variables. Central banks look at a lot of informa-

tion in setting policy. Because policy is likely to respond to forecasts of future eco-

nomic conditions, VARs may attribute the subsequent movements in output and

inflation to the policy action. However, the argument that puzzling results indicate

a misspecification implicitly imposes a prior belief about what the correct e¤ects of

25. These criticisms are detailed in Rudebusch (1998).
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monetary shocks should look like. Eichenbaum (1992), in fact, argued that short-

term interest rate innovations have been used to represent policy shocks in VARs

because they produce the types of impulse response functions for output that econo-

mists expect.

In addition, the residuals from the VAR regressions that are used to represent ex-

ogenous policy shocks often bear little resemblance to standard interpretations of the

historical record of past policy actions and periods of contractionary and expansion-

ary policy (She¤rin 1995; Rudebusch 1998). They also di¤er considerably depending

on the particular specification of the VAR. Rudebusch (1998) reported low correla-

tions between the residual policy shocks he obtained based on funds rate futures and

those obtained from a VAR by Bernanke and Mihov. How important this finding is

depends on the question of interest. If the objective is to determine whether a partic-

ular recession was caused by a policy shock, then it is important to know if and when

the policy shock occurred. If alternative specifications provide di¤ering and possibly

inconsistent estimates of when policy shocks occurred, then their usefulness as a tool

of economic history would be limited. If, however, the question of interest is how

the economy responds when a policy shock occurs, then the discrepancies among

the VAR residual estimates may be of less importance. Sims (1998a) argued that in

a simple supply-demand model di¤erent authors using di¤erent supply curve shifters

may obtain quite similar estimates of the demand curve slope (since they all obtain

consistent estimators of the true slope). At the same time, they may obtain quite dif-

ferent residuals for the estimated supply curve. If the true interest is in the parameters

of the demand curve, the variations in the estimates of the supply shocks may not be

of importance. Thus, the type of historical analysis based on a VAR, as in Walsh

(1993), is likely to be more problematic than the use of a VAR to determine the

way the economy responds to exogenous policy shocks.

While VARs focus on residuals that are interpreted as policy shocks, the system-

atic part of the estimated VAR equation for a variable such as the funds rate can be

interpreted as a policy reaction function; it provides a description of how the policy

instrument has been adjusted in response to lagged values of the other variables

included in the VAR system. Rudebusch (1998) argued that the implied policy reac-

tion functions look quite di¤erent than results obtained from more direct attempts to

estimate reaction functions or to model actual policy behavior.26 A related point is

that VARs are typically estimated using final, revised data and will therefore not cap-

ture accurately the historical behavior of the monetary policymaker who is reacting

26. For example, Taylor (1993a) employed a simple interest rate rule that closely matches the actual be-
havior of the federal funds rate in recent years. As Khoury (1990) noted in a survey of many earlier studies
of the Fed’s reaction function, few systematic conclusions have emerged from this empirical literature.
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to preliminary and incomplete data. Woolley (1995) showed how the perception of

the stance of monetary policy in the United States in 1972 and President Richard

Nixon’s attempts to pressure Fed Chairman Arthur F. Burns into adopting a more

expansionary policy were based on initial data on the money supply that were sub-

sequently very significantly revised.

At best the VAR approach identifies only the e¤ects of monetary policy shocks,

shifts in policy unrelated to the endogenous response of policy to developments in

the economy. Yet most, if not all, of what one thinks of in terms of policy and policy

design represents the endogenous response of policy to the economy, and ‘‘most vari-

ation in monetary policy instruments is accounted for by responses of policy to the

state of the economy, not by random disturbances to policy’’ (Sims 1998a, 933). So

it is unfortunate that a primary empirical tool—VAR analysis—used to assess the

impact of monetary policy is uninformative about the role played by policy rules. If

policy is completely characterized as a feedback rule on the economy, so that there

are no exogenous policy shocks, then the VAR methodology would conclude that

monetary policy doesn’t matter. Yet while monetary policy is not causing output

movements in this example, it does not follow that policy is unimportant; the re-

sponse of the economy to nonpolicy shocks may depend importantly on the way

monetary policy endogenously adjusts.

Cochrane (1998) made a similar point related to the issues discussed in section

1.3.3. In that section, it was noted that one must know whether it is anticipated

money that has real e¤ects (as in (1.3)) or unanticipated money that matters (as in

(1.5)). Cochrane argued that while most of the VAR literature has focused on issues

of lag length, detrending, ordering, and variable selection, there is another funda-

mental identification issue that has been largely ignored—is it anticipated or un-

anticipated monetary policy that matters? If only unanticipated policy matters, then

the subsequent systematic behavior of money after a policy shock is irrelevant. This

means that the long hump-shaped response of real variables to a policy shock must

be due to inherent lags of adjustment and the propagation mechanisms that charac-

terize the structure of the economy. If anticipated policy matters, then subsequent

systematic behavior of money after a policy shock is relevant. This means that the

long hump-shaped response of real variables to a policy shock may only be present

because policy shocks are followed by persistent, systematic policy actions. If this is

the case, the direct impact of a policy shock, if it were not followed by persistent pol-

icy moves, would be small.

Attempts have been made to use VAR frameworks to assess the systematic e¤ects

of monetary policy. Sims (1998b), for example, estimated a VAR for the interwar

years and used it to simulate the behavior of the economy if policy had been deter-

mined according to the feedback rule obtained from a VAR estimated using postwar

data.
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1.3.5 Structural Econometric Models

The empirical assessment of the e¤ects of alternative feedback rules for monetary

policy has traditionally been carried out using structural macroeconometric models.

During the 1960s and early 1970s, the specification, estimation, use, and evaluation

of large-scale econometric models for forecasting and policy analysis represented

a major research agenda in macroeconomics. Important contributions to the under-

standing of investment, consumption, the term structure, and other aspects of the

macroeconomy grew out of the need to develop structural equations for various sec-

tors of the economy. An equation describing the behavior of a policy instrument

such as the federal funds rate was incorporated into these structural models, allow-

ing model simulations of alternative policy rules to be conducted. These simulations

would provide an estimate of the impact on the economy’s dynamic behavior of

changes in the way policy was conducted. For example, a policy under which the

funds rate was adjusted rapidly in response to unemployment movements could be

contrasted with one in which the response was more muted.

A key maintained hypothesis, one necessary to justify this type of analysis, was

that the estimated parameters of the model would be invariant to the specification

of the policy rule. If this were not the case, then one could no longer treat the model’s

parameters as unchanged when altering the monetary policy rule (as the example in

section 1.3.3 shows). In a devastating critique of this assumption, Lucas (1976)

argued that economic theory predicts that the decision rules for investment, con-

sumption, and expectations formation will not be invariant to shifts in the systematic

behavior of policy. The Lucas critique emphasized the problems inherent in the as-

sumption, common in the structural econometric models of the time, that expecta-

tions adjust adaptively to past outcomes.

While large-scale econometric models of aggregate economies continued to play

an important role in discussions of monetary policy, they fell out of favor among

academic economists during the 1970s, in large part as a result of Lucas’s critique,

the increasing emphasis on the role of expectations in theoretical models, and the

dissatisfaction with the empirical treatment of expectations in existing large-scale

models.27 The academic literature witnessed a continued interest in small-scale

rational-expectations models, both single and multicountry versions (for example,

the work of Taylor 1993b), as well as the development of larger-scale models (Fair

1984), all of which incorporated rational expectations into some or all aspects of the

model’s behavioral relationships. Other examples of small models based on rational

expectations and forward-looking behavior include Fuhrer (1994b; 1997c), and

Fuhrer and Moore (1995a; 1995b).

27. For an example of a small-scale model in which expectations play no explicit role, see Rudebusch and
Svensson (1997).
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More recently, empirical work investigating the impact of monetary policy has

relied on estimated dynamic stochastic general equilibrium (DSGE) models. These

models combine rational expectations with a microeconomic foundation in which

households and firms are assumed to behave optimally, given their objectives (utility

maximization, profit maximization) and the constraints they face. Many central

banks have built and estimated DSGE models to use for policy analysis, and many

more central banks are in the process of doing so. Examples of such models include

Adolfson et al. (2007b) for Sweden and Gouvea et al. (2008) for Brazil. In general,

these models are built on the theoretical foundations of the new Keynesian model.

As discussed in chapter 8, this model is based on the assumption that prices and

wages display rigidities and that this nominal stickiness accounts for the real e¤ects

of monetary policy. Early examples include Yun (1996); Ireland (1997a); and Rotem-

berg and Woodford (1998). Among the recent examples of DSGE models are Chris-

tiano, Eichenbaum, and Evans (2005), who estimated the model by matching VAR

impulse responses, and Smets and Wouter (2003), who estimated their model using

Bayesian techniques. The use of Bayesian estimation is now common; recent exam-

ples include Levin et al. (2006); Smets and Wouter (2003; 2007); and Lubik and

Schorfheide (2007).

1.3.6 Alternative Approaches

Although the VAR approach has been the most commonly used empirical methodol-

ogy, and although the results have provided a fairly consistent view of the impact of

monetary policy shocks, other approaches have also influenced views on the role pol-

icy has played. Two such approaches, one based on deriving policy directly from a

reading of policy statements, the other based on case studies of disinflations, have

influenced academic discussions of monetary policy.

Narrative Measures of Monetary Policy

An alternative to the VAR statistical approach is to develop a measure of the stance

of monetary policy from a direct examination of the policy record. In recent years,

this approach has been taken by C. Romer and Romer (1990a) and Boschen and

Mills (1991), among others.28

Boschen and Mills developed an index of policy stance that takes on integer values

from �2 (strong emphasis on inflation reduction) to þ2 (strong emphasis on ‘‘pro-

moting real growth’’). Their monthly index is based on a reading of the Fed’s Fed-

eral Open Market Committee (FOMC) policy directives and the records of the

FOMC meetings. Boschen and Mills showed that innovations in their index corre-

28. Boschen and Mills (1991) provided a discussion and comparison of some other indices of policy. For a
critical view of Romer and Romer’s approach, see Leeper (1993).
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sponding to expansionary policy shifts are followed by subsequent increases in mon-

etary aggregates and declines in the federal funds rate. They also concluded that all

the narrative indices they examined yield relatively similar conclusions about the im-

pact of policy on monetary aggregates and the funds rates. And in support of the

approach used in section 1.3.4, Boschen and Mills concluded that the funds rate is a

good indicator of monetary policy. These findings are extended in Boschen and Mills

(1995a), which compared several narrative-based measures of monetary policy, find-

ing them to be associated with permanent changes in the level of M2 and the mone-

tary base and temporary changes in the funds rate.

Romer and Romer (1990a) used the Fed’s ‘‘Record of Policy Actions’’ and, prior

to 1976 when they were discontinued, minutes of FOMC meetings to identify epi-

sodes in which policy shifts occurred that were designed to reduce inflation.29 They

found six di¤erent months during the postwar period that saw such contractionary

shifts in Fed policy: October 1947, September 1955, December 1968, April 1974, Au-

gust 1978, and October 1979. Leeper (1993) argued that the Romer-Romer index is

equivalent to a dummy variable that picks up large interest rate innovations. Hoover

and Perez (1994) provided a critical assessment of the Romers’ narrative approach,

noting that the Romer dates are associated with oil price shocks, and Leeper (1997)

found that the exogenous component of the Romers’ policy variable does not pro-

duce dynamic e¤ects on output and prices that accord with general beliefs about the

e¤ects of monetary policy.

The narrative indices of Boschen and Mills and the dating system employed by

Romer and Romer to isolate episodes of contractionary policy provide a useful and

informative alternative to the VAR approach that associates policy shocks with seri-

ally uncorrelated innovations. The VAR approach attempts to identify exogenous

shifts in policy; the estimated e¤ects of these exogenous shifts are the conceptual par-

allels to the comparative static exercises for which theoretical models make predic-

tions. To determine whether the data are consistent with a model’s predictions about

the e¤ects of an exogenous policy action, one needs to isolate empirically such exog-

enous shifts. Doing so, however, does not yield a measure of whether policy is, on

net, expansionary or contractionary.30 The narrative indices can provide a better

measure of the net stance of policy, but they capture both exogenous shifts in policy

and the endogenous response of monetary policy to economic developments. It is

presumably the latter that accounts for most of the observed changes in policy vari-

ables such as the funds rate as policy responds to current and future expected eco-

nomic conditions. In fact, a major conclusion of Leeper, Sims, and Zha (1996), and

one they viewed as not surprising, was that most movements in monetary policy

29. The FMOC resumed publishing its minutes in 2005.

30. Bernanke and Mihov (1998) used their VAR estimates in an attempt to develop such a measure.
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instruments represent responses to the state of the economy, not exogenous policy

shifts.

Case Studies of Disinflation

Case studies of specific episodes of disinflation provide, in principle, an alternative

means of assessing the real impact of monetary policy. Romer and Romer’s ap-

proach to dating periods of contractionary monetary policy is one form of case

study. However, the most influential example of this approach is that of Sargent

(1986), who examined the ends of several hyperinflations. As discussed more fully in

chapter 5, the distinction between anticipated and unanticipated changes in monetary

policy has played an important role during the past 30 years in academic discussions

of monetary policy, and a key hypothesis is that anticipated changes should a¤ect

prices and inflation with little or no e¤ect on real economic activity. This implies

that a credible policy to reduce inflation should succeed in actually reducing inflation

without causing a recession. This implication contrasts sharply with the view that

any policy designed to reduce inflation would succeed only by inducing an economic

slowdown and temporarily higher unemployment.

Sargent tested these competing hypotheses by examining the ends of the post–

World War I hyperinflations in Austria, German, Hungary, and Poland. In each

case, Sargent found that the hyperinflations ended abruptly. In Austria, for example,

prices rose by over a factor of 20 from December 1921 to August 1922, an annual

inflation rate of over 8800 percent. Prices then stopped rising in September 1922,

actually declining by more than 10 percent during the remainder of 1922. While un-

employment did rise during the price stabilizations, Sargent concluded that the out-

put cost ‘‘was minor compared with the $220 billion GNP that some current analysts

estimate would be lost in the United States per one percentage point inflation reduc-

tion’’ (Sargent 1986, 55). Sargent’s interpretation of the experiences in Germany, Po-

land, and Hungary is similar. In each case, the hyperinflation was ended by a regime

shift that involved a credible change in monetary and fiscal policy designed to reduce

government reliance on inflationary finance. Because the end of inflation reduced the

opportunity cost of holding money, money demand grew and the actual stock of

money continued to grow rapidly after prices had stabilized.

Sargent’s conclusion that the output costs of these disinflations were small has

been questioned, as have the lessons he drew for the moderate inflations experienced

by the industrialized economies in the 1970s and early 1980s. As Sargent noted, the

ends of the hyperinflations ‘‘were not isolated restrictive actions within a given set of

rules of the game’’ but represented changes in the rules of the game, most impor-

tantly in the ability of the fiscal authority to finance expenditures by creating money.

In contrast, the empirical evidence from VARs of the type discussed earlier in this

chapter reflects the impact of policy changes within a given set of rules.
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Schelde-Andersen (1992) and Ball (1993) provided more recent examples of the

case study approach. In both cases, the authors examined disinflationary episodes in

order to estimate the real output costs associated with reducing inflation.31 Their

cases, all involving OECD countries, represent evidence on the costs of ending mod-

erate inflations. Ball calculated the deviation of output from trend during a period of

disinflation and expressed this as a ratio to the change in trend inflation over the

same period. The 65 disinflation periods he identified in annual data yield an aver-

age sacrifice ratio of 0.77 percent; each percentage point reduction in inflation was

associated with a 0.77 percent loss of output relative to trend. The estimate for the

United States was among the largest, averaging 2.3 percent based on annual data.

The sacrifice ratios are negatively related to nominal wage flexibility; countries with

greater wage flexibility tend to have smaller sacrifice ratios. The costs of a disinfla-

tion also appear to be larger when inflation is brought down more gradually over a

longer period of time.32

The case study approach can provide interesting evidence on the real e¤ects of

monetary policy. Unfortunately, as with the VAR and other approaches, the issue

of identification needs to be addressed. To what extent have disinflations been exog-

enous, so that any resulting output or unemployment movements can be attributed

to the decision to reduce inflation? If policy actions depend on whether they are

anticipated or not, then estimates of the cost of disinflating obtained by averaging

over episodes, episodes that are likely to have di¤ered considerably in terms of

whether the policy actions were expected or, if announced, credible, may yield little

information about the costs of ending any specific inflation.

1.4 Summary

The consensus from the empirical literature on the long-run relationship between

money, prices, and output is clear. Money growth and inflation essentially display a

correlation of 1; the correlation between money growth or inflation and real output

growth is probably close to zero, although it may be slightly positive at low inflation

rates and negative at high rates.

The consensus from the empirical literature on the short-run e¤ects of money is

that exogenous monetary policy shocks produce hump-shaped movements in real

31. See also R. Gordon (1982) and R. Gordon and King (1982).

32. Brayton and Tinsley (1996) showed how the costs of disinflation can be estimated under alternative
assumptions about expectations and credibility using the FRB/U.S. structural model. Their estimates of
the sacrifice ratio, expressed in terms of the cumulative annual unemployment rate increase per percentage
point decrease in the inflation rate, range from 2.6 under imperfect credibility and VAR expectations to 1.3
under perfect credibility and VAR expectations. Under full-model expectations, the sacrifice ratio is 2.3
with imperfect credibility and 1.7 with full credibility.
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economic activity. The peak e¤ects occur after a lag of several quarters (as much as

two or three years in some of the estimates) and then die out. The exact manner in

which policy is measured makes a di¤erence, and using an incorrect measure of mon-

etary policy can significantly a¤ect the empirical estimates one obtains.

There is less consensus, however, on the e¤ects, not of policy shocks but of the role

played by the systematic feedback responses of monetary policy. Structural econo-

metric models have the potential to fill this gap, and they are widely used in policy-

making settings. Disagreements over the true structure and the potential dependence

of estimated relationships on the policy regime have, however, posed problems for

the structural modeling approach. A major theme of subsequent chapters is that the

endogenous response of monetary policy to economic developments can have impor-

tant implications for the empirical relationships observed among macroeconomic

variables.
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2 Money-in-the-Utility Function

2.1 Introduction

The neoclassical growth model due to Ramsey (1928) and Solow (1956) provides the

basic framework for much of modern macroeconomics. Solow’s growth model has

just three key ingredients: a production function allowing for smooth substitutability

between labor and capital in the production of output, a capital accumulation pro-

cess in which a fixed fraction of output is devoted to investment each period, and a

labor supply process in which the quantity of labor input grows at an exogenously

given rate. Solow showed that such an economy would converge to a steady-state

growth path along which output, the capital stock, and the e¤ective supply of labor

all grew at the same rate.

When the assumption of a fixed savings rate is replaced by a model of forward-

looking households choosing savings and labor supply to maximize lifetime utility,

the Solow model becomes the foundation for dynamic stochastic general equilibrium

(DSGE) models of the business cycle. Productivity shocks or other real disturbances

a¤ect output and savings behavior, with the resultant e¤ect on capital accumulation

propagating the e¤ects of the original shock over time in ways that can mimic some

features of actual business cycles (see Cooley 1995).

The neoclassical growth model is a model of a nonmonetary economy, and al-

though goods are exchanged and transactions must be taking place, there is no me-

dium of exchange—that is, no ‘‘money’’—that is used to facilitate these transactions.

Nor is there an asset like money that has a zero nominal rate of return and is there-

fore dominated in rate of return by other interest-bearing assets. To employ the neo-

classical framework to analyze monetary issues, a role for money must be specified

so that the agents will wish to hold positive quantities of money. A positive demand

for money is necessary if, in equilibrium, money is to have positive value.1

1. This is just another way of saying that the money price of goods should be bounded. If the price of
goods in terms of money is denoted by P, then one unit of money will purchase 1=P units of goods. If
money has positive value, 1=P > 0 and P is bounded ð0 < P < yÞ. Bewley (1983) refers to the issue of
why money has positive value as the Hahn problem (Hahn 1965).



Fundamental questions in monetary economics are the following: How should we

model the demand for money? How do real economies di¤er from Arrow-Debreu

economies in ways that give rise to a positive value for money? Three general

approaches to incorporating money into general equilibrium models have been

followed: (1) assume that money yields direct utility by incorporating money bal-

ances into the utility functions of the agents of the model (Sidrauski 1967); (2) impose

transaction costs of some form that give rise to a demand for money, by making

asset exchanges costly (Baumol 1952; Tobin 1956), requiring that money be used for

certain types of transactions (Clower 1967), assuming that time and money can be

combined to produce transaction services that are necessary for obtaining consump-

tion goods (Brock 1974; McCallum and Goodfriend 1987; Croushore 1993), or

assuming that direct barter of commodities is costly (Kiyotaki and Wright 1989);

or (3) treat money like any other asset used to transfer resources intertemporally

(Samuelson 1958).

All three approaches involve shortcuts in one form or another; some aspects of

the economic environment are simply specified exogenously to introduce a role for

money. This can be a useful device, allowing one to focus attention on questions of

primary interest without being unduly distracted by secondary issues. But confidence

in the ability of a model to answer questions brought to it is reduced if exogenously

specified aspects appear to be critical to the issue of focus. An important consider-

ation in evaluating di¤erent approaches is to determine whether conclusions gener-

alize beyond the specific model or depend on the exact manner in which a role for

money has been introduced. Subsequent examples include results that are robust,

such as the connection between money growth and inflation, and others that are sen-

sitive to the specification of money’s role, such as the impact of inflation on the

steady-state capital stock.

This chapter develops the first of the three approaches by incorporating into the

basic neoclassical model agents whose utility depends directly on their consumption

of goods and their holdings of money.2 Given suitable restrictions on the utility

function, such an approach can guarantee that in equilibrium agents choose to hold

positive amounts of money, and money will be positively valued. The money-in-

the-utility function (MIU) model is originally due to Sidrauski (1967) and has been

used widely.3 It can be employed to examine some of the critical issues in monetary

economics—the relationship between money and prices, the e¤ects of inflation on

2. The second approach, focusing on the transactions role of money, is discussed in chapter 3. The third
approach was developed primarily within the context of overlapping-generation models; see Sargent (1987)
or Champ and Freeman (1994).

3. Patinkin (1965, ch. 4) provided an earlier discussion of an MIU model, although he did not integrate
capital accumulation into his model. However, the first-order condition for optimal money holdings that
he presented (see his equation 1, p. 89) is equivalent to the one derived in the next section.
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equilibrium, and the optimal rate of inflation. To better understand the role of

money in such a framework, a linear approximation is presented. This approxima-

tion can be used to derive some analytical implications and to study numerically the

MIU model’s implications for macrodynamics.

2.2 The Basic MIU Model

To develop the basic MIU approach, we will initially ignore uncertainty and any

labor-leisure choice, focusing instead on the implications of the model for money de-

mand, the value of money, and the costs of inflation.

Suppose that the utility function of the representative household takes the form

Ut ¼ uðct; ztÞ;
where zt is the flow of services yielded by money holdings and ct is time t per capita

consumption. Utility is assumed to be increasing in both arguments, strictly concave

and continuously di¤erentiable. The demand for monetary services will always be

positive if one assumes that limz!0 uzðc; zÞ ¼ y for all c, where uz ¼ quðc; zÞ=qz.
What constitutes zt? To maintain the assumption of rational economic agents,

what enters the utility function cannot just be the number of dollars (or euros or

yen) that the individual holds. What should matter is the command over goods rep-

resented by those dollar holdings, or some measure of the transaction services,

expressed in terms of goods, that money yields. In other words, z should be related

to something like the number of dollars, M, times their price, 1=P, in terms of goods:

Mð1=PÞ ¼ M=P. If the service flow is proportional to the real value of the stock of

money, and Nt is the population, then z can be set equal to real per capita money

holdings:

zt ¼ Mt

PtNt

1mt:

To ensure that a monetary equilibrium exists, it is often assumed that for all c,

there exists a finite m > 0 such that umðc;mÞa 0 for all m > m. This means that the

marginal utility of money eventually becomes negative for su‰ciently high money

balances. The role of this assumption will be made clear later when the existence of

a steady state is discussed. It is, however, not necessary for the existence of equilib-

rium, and some common functional forms employed for the utility function (used

later in this chapter) do not satisfy this condition.4

4. For example, uðc;mÞ ¼ log cþ b log m does not exhibit this property because um ¼ b=m > 0 for all fi-
nite m.
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Assuming that money enters the utility function is often criticized on the grounds

that money itself is intrinsically useless (as with a paper currency) and that it is only

through its use in facilitating transactions that it yields valued services. Approaches

that emphasize the transaction role of money are discussed in chapter 3, but models in

which money helps to reduce the time needed to purchase consumption goods can be

represented by the money-in-the-utility function approach adopted in this chapter.5

The representative household is viewed as choosing time paths for consumption

and real money balances subject to budget constraints to be specified, with total util-

ity given by

W ¼
Xy
t¼0

b tuðct;mtÞ; ð2:1Þ

where 0 < b < 1 is a subjective rate of discount.

Equation (2.1) implies a much stronger notion of the utility provided by holding

money than simply that the household would prefer having more money to less

money. If the marginal utility of money is positive, then (2.1) implies that holding

constant the path of real consumption for all t, the individual’s utility is increased by

an increase in money holdings. That is, even though the money holdings are never

used to purchase consumption, they yield utility. This should seem strange; one usu-

ally thinks the demand for money is instrumental in that we hold money to engage in

transactions leading to the purchase of the goods and services that actually yield util-

ity. All this is just a reminder that the money-in-the-utility function may be a useful

shortcut for ensuring that there is a demand for money, but it is just a shortcut.

To complete the specification of the model, assume that households can hold

money, bonds that pay a nominal interest rate it, and physical capital. Physical capi-

tal produces output according to a standard neoclassical production function. Given

its current income, its assets, and any net transfers received from the government

ðttÞ, the household allocates its resources between consumption, gross investment in

physical capital, and gross accumulation of real money balances and bonds.

If the rate of depreciation of physical capital is d, the aggregate economywide bud-

get constraint of the household sector takes the form

Yt þ ttNt þ ð1� dÞKt�1 þ ð1þ it�1ÞBt�1

Pt

þMt�1

Pt

¼ Ct þ Kt þMt

Pt

þ Bt

Pt

; ð2:2Þ

where Yt is aggregate output, Kt�1 is the aggregate stock of capital at the start of

period t, and ttNt is the aggregate real value of any lump-sum transfers or taxes.

5. Brock (1974), for example, developed two simple transactions stories that can be represented by putting
money directly in the utility function. See also Feenstra (1986).
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The timing implicit in this specification of the MIU model assumes that it is the

household’s real money holdings at the end of the period, Mt=Pt, after having pur-

chased consumption goods, that yield utility. Carlstrom and Fuerst (2001) criticized

this timing assumption, arguing that the appropriate way to model the utility from

money is to assume that money balances available before going to purchase con-

sumption goods yield utility. As they demonstrate, alternative timing assumptions

can a¤ect the correct definition of the opportunity cost of holding money and

whether multiple real equilibria can be ruled out. Because it is standard in the MIU

approach to assume that it is the end-of-period money holdings that yield utility,

we will continue to maintain that assumption in the development of the model.6

The aggregate production function relates output Yt to the available capital stock

Kt�1 and employment Nt: Yt ¼ F ðKt�1;NtÞ.7 Assuming that this production function

is linear homogeneous with constant returns to scale, output per capita yt will be a

function of the per capita capital stock kt�1:8

yt ¼ f
kt�1

1þ n

� �
; ð2:3Þ

where n is the population growth rate (assumed to be constant). Note that output is

produced in period t using capital carried over from period t� 1. The production

function is assumed to be continuously di¤erentiable and to satisfy the usual Inada

conditions ( fk b 0, fkk a 0, limk!0 fkðkÞ ¼ y, limk!y fkðkÞ ¼ 0).

Dividing both sides of the budget constraint (2.2) by population Nt, the per capita

version becomes

ot 1 f
kt�1

1þ n

� �
þ tt þ 1� d

1þ n

� �
kt�1 þ ð1þ it�1Þbt�1 þmt�1

ð1þ ptÞð1þ nÞ ¼ ct þ kt þmt þ bt;

ð2:4Þ
where pt is the rate of inflation, bt ¼ Bt=PtNt, and mt ¼ Mt=PtNt.

The household’s problem is to choose paths for ct, kt, bt, and mt to maximize (2.1)

subject to (2.4). This is a problem in dynamic optimization, and it is convenient to

formulate the problem in terms of a value function. The value function gives the

maximized present discounted value of utility that the household can achieve by

6. Problems 1 and 2 at the end of this chapter ask you to derive the first-order conditions for money hold-
ings under an alternative timing assumption.

7. Since any labor-leisure choice is ignored in this section, Nt is used interchangably for population and
employment.

8. That is, if Yt ¼ F ðKt�1;NtÞ; where Y is output, K is the capital stock, and N is labor input, and
F ðlK; lNÞ ¼ lFðK ;NÞ ¼ lY , one can write Yt=Nt 1 yt ¼ FðKt�1;NtÞ=Nt ¼ FðKt�1=Nt; 1Þ1 f ðkt�1=
ð1þ nÞÞ, where n ¼ ðNt �Nt�1Þ=Nt�1 is the constant labor force growth rate. In general, a lowercase letter
denotes the per capita value of the corresponding uppercase variable.
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optimally choosing consumption, capital holdings, bond holdings, and money bal-

ances, given its current state.9 The state variable for the problem is the household’s

initial level of resources ot, and the value function is defined by

VðotÞ ¼ max
ct;kt;bt;mt

fuðct;mtÞ þ bVðotþ1Þg; ð2:5Þ

where the maximization is subject to the budget constraint (2.4) and

otþ1 ¼ f ðktÞ
1þ n

þ ttþ1 þ 1� d

1þ n

� �
kt þ ð1þ itÞbt þmt

ð1þ ptþ1Þð1þ nÞ :

Using (2.4) to express kt as ot � ct �mt � bt and making use of the definition of

otþ1, (2.5) can be written as

VðotÞ ¼ max
ct;bt;mt

�
uðct;mtÞ þ bV

�
f ðot � ct �mt � btÞ

1þ n
þ ttþ1

þ 1� d

1þ n

� �
ðot � ct �mt � btÞ þ ð1þ itÞbt þmt

ð1þ ptþ1Þð1þ nÞ
��

;

with the maximization problem now an unconstrained one over ct, bt, and mt. The

first-order necessary conditions for this problem are

ucðct;mtÞ � b

1þ n
½ fkðktÞ þ 1� d�Voðotþ1Þ ¼ 0 ð2:6Þ

1þ it

ð1þ ptþ1Þð1þ nÞ �
fkðktÞ þ 1� d

1þ n

� �
¼ 0 ð2:7Þ

umðct;mtÞ � b
fkðktÞ þ 1� d

1þ n

� �
Voðotþ1Þ þ bVoðotþ1Þ

ð1þ ptþ1Þð1þ nÞ ¼ 0 ð2:8Þ

together with the transversality conditions

lim
t!y

b tltxt ¼ 0 for x ¼ k; b;m; ð2:9Þ

where lt is the marginal utility of period t consumption. The envelope theorem

implies

VoðotÞ ¼ b

1þ n
½ fkðktÞ þ 1� d�Voðotþ1Þ;

9. Introductions to dynamic optimization designed for economists can be found in Sargent (1987); Lucas
and Stokey (1989); Dixit (1990); Chiang (1992); Obstfeld and Rogo¤ (1996); or Ljungquist and Sargent
(2000).
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which together with (2.6) yields

lt ¼ ucðct;mtÞ ¼ VoðotÞ: ð2:10Þ
The first-order conditions have straightforward interpretations. Since initial re-

sources ot must be divided between consumption, capital, bonds, and money bal-

ances, each use must yield the same marginal benefit at an optimum allocation.10

Using (2.6) and (2.10), (2.8) can be written as

umðct;mtÞ þ bucðctþ1;mtþ1Þ
ð1þ ptþ1Þð1þ nÞ ¼ ucðct;mtÞ; ð2:11Þ

which states that the marginal benefit of adding to money holdings at time t must

equal the marginal utility of consumption at time t. The marginal benefit of addi-

tional money holdings has two components. First, money directly yields utility

um. Second, real money balances at time t add 1=ð1þ ptþ1Þð1þ nÞ to real per capita

resources at time tþ 1; this addition to otþ1 is worth Voðotþ1Þ at tþ 1, or bVoðotþ1Þ
at time t. Thus, the total marginal benefit of money at time t is umðct;mtÞþ
bVoðotþ1Þ=ð1þ ptþ1Þð1þ nÞ. Equation (2.11) is then obtained by noting that

Voðotþ1Þ ¼ ucðctþ1;mtþ1Þ.
From (2.6), (2.7), and (2.11),

umðct;mtÞ
ucðct;mtÞ ¼ 1� 1

ð1þ ptþ1Þð1þ nÞ
� �

bucðctþ1;mtþ1Þ
ucðct;mtÞ

¼ 1� 1

ð1þ rtÞð1þ ptþ1Þ

¼ it

1þ it
11t; ð2:12Þ

where 1þ rt 1 fkðktÞ þ 1� d is the real return on capital, and (2.6) implies

bucðctþ1;mtþ1Þ=ucðct;mtÞ ¼ ð1þ nÞ=ð1þ rtÞ. Equation (2.12) also makes use of (2.7),

which links the nominal return on bonds, inflation, and the real return on capital.

This latter equation can be written as

1þ it ¼ ½ fkðktÞ þ 1� d�ð1þ ptþ1Þ ¼ ð1þ rtÞð1þ ptþ1Þ: ð2:13Þ
This relationship between real and nominal rates of interest is called the Fisher rela-

tionship after Irving Fisher (1896). It expresses the gross nominal rate of interest as

equal to the gross real return on capital times 1 plus the expected rate of inflation.

10. For a general equilibrium analysis of asset prices in an MIU framework, see LeRoy (1984a; 1984b).

2.2 The Basic MIU Model 39



If one notes that ð1þ xÞð1þ yÞA1þ xþ y when x and y are small, (2.13) is often

written as

it ¼ rt þ ptþ1:

To interpret (2.12), consider a very simple choice problem in which the agent must

pick x and z to maximize uðx; zÞ subject to a budget constraint of the form xþ pz ¼
y, where p is the relative price of z. The first-order conditions imply uz=ux ¼ p; in

words, the marginal rate of substitution between z and x equals the relative price of

z in terms of x. Comparing this to (2.12) shows that 1 can be interpreted as the rela-

tive price of real money balances in terms of the consumption good. The marginal

rate of substitution between money and consumption is set equal to the price, or op-

portunity cost, of holding money. The opportunity cost of holding money is directly

related to the nominal rate of interest. The household could hold one unit less of

money, purchasing instead a bond yielding a nominal return of i; the real value of

this payment is i=ð1þ pÞ, and since it is received in period tþ 1, its present value is

i=½ð1þ rÞð1þ pÞ� ¼ i=ð1þ iÞ.11 Since money is assumed to pay no rate of interest,

the opportunity cost of holding money is a¤ected both by the real return on capital

and the rate of inflation. If the price level is constant (so p ¼ 0), then the forgone

earnings from holding money rather than capital are determined by the real return

to capital. If the price level is rising ðp > 0Þ, the real value of money in terms of con-

sumption declines, and this adds to the opportunity cost of holding money.

In deriving the first-order conditions for the household’s problem, it could have

been equivalently assumed that the household rented its capital to firms, receiving a

rental rate of rk, and sold its labor services at a wage rate of w. Household income

would then be rkk þ w (expressed on a per capita basis and ignoring population

growth). With competitive firms hiring capital and labor in perfectly competitive fac-

tor markets under constant returns to scale, rk ¼ f 0ðkÞ and w ¼ f ðkÞ � kf 0ðkÞ, so
household income would be rkk þ w ¼ fkðkÞk þ ½ f ðkÞ � kfkðkÞ� ¼ f ðkÞ, as in (2.4).12

While this system could be used to study analytically the dynamic behavior of the

economy (e.g., Sidrauski 1967; S. Fischer 1979b; Blanchard and Fischer 1989), we

will focus first on the properties of the steady-state equilibrium. And, since the main

focus here is not on the exogenous growth generated by population growth, it will

provide some slight simplification to set n ¼ 0 in the following. After examining the

11. Suppose households gain utility from the real money balances they have at the start of period t rather
than the balances they hold at the end of the period, as has been assumed. Then the marginal rate of sub-
stitution between money and consumption will be set equal to it (see Lucas 1982; Carlstrom and Fuerst
2001). See also problem 1 at the end of this chapter.

12. This follows from Euler’s theorem: If the aggregate constant-returns-to-scale production function is
F ðN;KÞ, then FðN;KÞ ¼ FNN þ FKK. In per capita terms, this becomes f ðkÞ ¼ FN þ FKk ¼ wþ rk if
labor and capital are paid their marginal products.
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steady state, we will study the dynamic properties implied by a stochastic version of

the model, a version that also includes uncertainty, a labor-leisure choice, and vari-

able employment.

2.2.1 Steady-State Equilibrium

Consider the properties of this economy when it is in a steady-state equilibrium with

n ¼ 0 and the nominal supply of money growing at the rate y. Let the superscript ss

denote values evaluated at the steady state. The steady-state, constant values of con-

sumption, the capital stock, real money balances, inflation, and the nominal interest

rate must satisfy the first-order necessary conditions for the household’s decision

problem given by (2.6)–(2.8), the economywide budget constraint, and the specifica-

tion of the exogenous growth rate of M. Note that with real money balances con-

stant in the steady state, it must be that the prices are growing at the same rate as

the nominal stock of money, or pss ¼ y.13 Using (2.10) to eliminate VoðossÞ, the
equilibrium conditions can be written as

ucðcss;mssÞ � b½ fkðkssÞ þ 1� d�ucðcss;mssÞ ¼ 0 ð2:14Þ

1þ i ss

1þ y
� ½ fkðkssÞ þ 1� d� ¼ 0 ð2:15Þ

umðcss;mssÞ � b½ fkðkssÞ þ 1� d�ucðcss;mssÞ þ bucðcss;mssÞ
1þ y

¼ 0 ð2:16Þ

f ðkssÞ þ tss þ ð1� dÞkss þ mss

1þ y
¼ css þ kss þmss; ð2:17Þ

where oss ¼ f ðkssÞ þ t ss þ ð1� dÞkss þmss=ð1þ pÞ. In (2.14)–(2.17), use has been

made of the fact that in the equilibrium of this representative agent model, b ¼ 0.

Equation (2.15) is the steady-state form of the Fisher relationship linking real and

nominal interest rates. This can be seen by noting that the real return on capital (net

of depreciation) is rss 1 fkðkssÞ � d, so (2.15) can be written as

1þ i ss ¼ ð1þ rssÞð1þ yÞ ¼ ð1þ rssÞð1þ pssÞ: ð2:18Þ
Notice that in (2.14)–(2.17) money appears only in the form of real money bal-

ances. Thus, any change in the nominal quantity of money that is matched by a pro-

portional change in the price level, leaving mss unchanged, has no e¤ect on the

economy’s real equilibrium. This is described by saying that the model exhibits

13. If the population is growing at the rate n, then 1þ p ss ¼ ð1þ yÞ=ð1þ nÞ.
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neutrality of money. If prices do not adjust immediately in response to a change in

M, then a model might display non-neutrality with respect to changes in M in the

short run but still exhibit monetary neutrality in the long run, once all prices have

adjusted. In fact, this is the case with the models used in chapters 5–11 to examine

issues related to short-run monetary policy. One-time changes in the level of the

nominal quantity of money ultimately a¤ect only the level of prices.

Dividing (2.14) by ucðcss;mssÞ yields 1� b½ fkðkssÞ þ 1� d� ¼ 0, or

fkðkssÞ ¼ 1

b
� 1þ d: ð2:19Þ

This equation defines the steady-state capital-labor ratio kss as a function of b and

d. If the production function is Cobb-Douglas, say f ðkÞ ¼ k a for 0 < aa 1, then

fkðkÞ ¼ ak a�1 and

kss ¼ ab

1þ bðd� 1Þ
� �1=ð1�aÞ

: ð2:20Þ

What is particularly relevant here is the implication from (2.19) that the steady-state

capital-labor ratio is independent of (1) all parameters of the utility function other

than the subjective discount rate b, and (2) the steady-state rate of inflation pss. In

fact, kss depends only on the production function, the depreciation rate, and the dis-

count rate. It is independent of the rate of inflation and the growth rate of money.

Because changes in the nominal quantity of money are engineered in this model

by making lump-sum transfers to the public, the real value of these transfers must

equal ðMt �Mt�1Þ=Pt ¼ yMt�1=Pt ¼ ymt�1=ð1þ ptÞ. Hence, steady-state transfers

are given by t ss ¼ ymss=ð1þ pssÞ ¼ ymss=ð1þ yÞ, and the budget constraint (2.17)

reduces to the economy’s resource constraint

css ¼ f ðkssÞ � dkss: ð2:21Þ
The steady-state level of consumption per capita is equal to output minus replace-

ment investment and is completely determined once the level of steady-state capital

is known. Assuming that f ðkÞ ¼ k a, then kss is given by (2.20) and

css ¼ ab

1þ bðd� 1Þ
� �a=ð1�aÞ

� d
ab

1þ bðd� 1Þ
� �1=ð1�aÞ

:

Steady-state consumption per capita depends on the parameters of the production

function ðaÞ, the rate of depreciation ðdÞ, and the subjective rate of time discount ðbÞ.
The Sidrauski MIU model exhibits a property called the superneutrality of

money; the steady-state values of the capital stock, consumption, and output are all
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independent of the rate of growth of the nominal money stock. That is, not only is

money neutral, so that proportional changes in the level of nominal money balances

and prices have no real e¤ects, but changes in the rate of growth of nominal money

also have no e¤ect on the steady-state capital stock or, therefore, on output or per

capita consumption. Since the real rate of interest is equal to the marginal product

of capital, it also is invariant across steady states that di¤er only in their rates of

money growth. Thus, the Sidrauski MIU model possesses the properties of both neu-

trality and superneutrality.

To understand why superneutrality holds, note that from (2.10), uc ¼ VoðotÞ, so
using (2.6),

ucðct;mtÞ ¼ b½ fkðktÞ þ 1� d�ucðctþ1;mtþ1Þ;
or

ucðctþ1;mtþ1Þ
ucðct;mtÞ ¼ 1=b

fkðktÞ þ 1� d
: ð2:22Þ

Recall from (2.19) that the right side of this expression is equal to 1 in the steady

state. If k < kss so that fkðkÞ > fkðkssÞ, then the right side is smaller than 1, and the

marginal utility of consumption will be declining over time. It will be optimal to

postpone consumption to accumulate capital and have consumption grow over time

(so uc declines over time). As long as fk þ 1� d > 1=b, this process continues, but as

the capital stock grows, the marginal product of capital declines until eventually

fkðkÞ þ 1� d ¼ 1=b. The converse holds if k > kss. Consumption remains constant

only when fk þ 1� d ¼ 1=b. If an increase in the rate of money growth (and there-

fore an increase in the rate of inflation) were to induce households to accumulate

more capital, this would lower the marginal product of capital, leading to a situation

in which fk þ 1� d < 1=b. Households would then want their consumption path to

decline over time, so they would immediately attempt to increase current consump-

tion and reduce their holdings of capital. The value of kss consistent with a steady

state is independent of the rate of inflation.

What is a¤ected by the rate of inflation? One thing to expect is that the interest

rate on any asset that pays o¤ in units of money at some future date will be a¤ected;

the real value of those future units of money will be a¤ected by inflation, and this will

be reflected in the interest rate required to induce individuals to hold the asset, as

shown by (2.13). To understand this equation, consider the nominal interest rate

that an asset must yield if it is to give a real return of rt in terms of the consumption

good. That is, consider an asset that costs 1 unit of consumption in period t and

yields ð1þ rtÞ units of consumption at tþ 1. In units of money, this asset costs Pt

units of money at time t. Since the cost of each unit of consumption at tþ 1 is Ptþ1

in terms of money, the asset must pay an amount equal to ð1þ rÞPtþ1. Thus, the
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nominal return is ½ð1þ rtÞPtþ1 � Pt�=Pt ¼ ð1þ rtÞð1þ ptþ1Þ � 11 it. In the steady

state, 1þ rss ¼ 1=b, and pss ¼ y, so the steady-state nominal rate of interest is given

by ½ð1þ yÞ=b� � 1 and varies (approximately) one for one with inflation.14

Existence of the Steady State

To ensure that a steady-state monetary equilibrium exists, there must exist a positive

but finite level of real money balances mss that satisfies (2.12), evaluated at the

steady-state level of consumption. If utility is separable in consumption and money

balances, say uðc;mÞ ¼ vðcÞ þ fðmÞ, this condition can be written as fmðmssÞ ¼
1ssvcðcssÞ. The right side of this expression is a non-negative constant; the left side

approaches y as m ! 0. If fmðmÞa 0 for all m greater than some finite level, a

steady-state equilibrium with positive real money balances is guaranteed to exist.

This was the role of the earlier assumption that the marginal utility of money even-

tually becomes negative. Note that this assumption is not necessary; fðmÞ ¼ log m

yields a positive solution to (2.12) as long as 1ssvcðcssÞ > 0. When utility is not sepa-

rable, one can still write (2.12) as umðcss;mssÞ ¼ 1ssucðcss;mssÞ. If ucm < 0 so that the

marginal utility of consumption decreases with increased holdings of money, both um
and uc decrease with m and the solution to (2.12) may not be unique; multiple steady-

state equilibria may exist.15 Note, however, that it may be more plausible to assume

money and consumption are complements in utility, an assumption that would imply

ucm b 0.

When uðc;mÞ ¼ vðcÞ þ fðmÞ, the dynamics of real balances around the steady state

can be described easily by multiplying both sides of (2.12) by Mt and noting that

Mtþ1 ¼ ð1þ yÞMt:

Bðmtþ1Þ1 b

1þ y
vcðcssÞmtþ1 ¼ ½vcðcssÞ � fmðmtÞ�mt 1AðmtÞ; ð2:23Þ

which gives a di¤erence equation in m. The properties of this equation have been

examined by Brock (1974) and Obstfeld and Rogo¤ (1983; 1986). A steady-state

value for m satisfies BðmssÞ ¼ AðmssÞ. The functions BðmÞ and AðmÞ are illustrated

in figure 2.1. BðmÞ is a straight line with slope bvcðcssÞ=ð1þ yÞ. AðmÞ has slope

ðvc � fm � fmmmÞ. For the case drawn, limm!0 fmm ¼ 0, so there are two steady-

state solutions to (2.23), one at m 0 and one at zero. Only one of these involves posi-

tive real money balances (and a positive value for money). If limm!0 fmm ¼ ~mm > 0,

then limm!0 AðmÞ < 0 and there is only one solution. Paths for mt originating to the

14. Outside of the steady state, the nominal rate can still be written as the sum of the expected real rate
plus the expected rate of inflation, but there is no longer any presumption that short-run variations in in-
flation will leave the real rate una¤ected.

15. For more on the conditions necessary for the existence of monetary equilibria, see Brock (1974; 1975)
and Bewley (1983).
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right of m 0 involve mtþs ! y as s ! y. When yb 0 (non-negative money growth),

such explosive paths for m, involving a price level going to zero, violate the transver-

sality condition that the discounted value of asset holdings must go to zero (see

Obstfeld and Rogo¤ 1983; 1986).16 More recently, Benhabib, Schmitt-Grohé, and

Uribe (2001a; 2001b; 2002) noted that the zero lower bound on the nominal interest

rate may not allow one to rule out paths that begin to the right of m 0. As the rate of

deflation rises along these paths, the nominal interest rate must fall. Once it reaches

zero, the process cannot continue, so the economy may find itself in a zero interest

rate equilibrium that does not violate any transversality condition.17

When limm!0 AðmÞ < 0, paths originating to the left of m 0 converge to m < 0;

but this is clearly not possible, since real balances cannot be negative. For the case

drawn in figure 2.1, however, some paths originating to the left of m 0 converge to

zero without ever involving negative real balances. For example, a path that reaches

m 00 at which Aðm 00Þ ¼ 0 then jumps to m ¼ 0. Along such an equilibrium path, the

price level is growing faster than the nominal money supply (so that m declines).

Even if y ¼ 0, so that the nominal money supply is constant, the equilibrium path

Figure 2.1
Steady-state real balances (separate utility).

16. Obstfeld and Rogo¤ (1986) show that any such equilibrium path with an implosive price level violates
the transversality condition unless limm!y fðmÞ ¼ y. This condition is implausible because it would re-
quire that the utility yielded by money be unbounded.

17. See the discussion of liquidity traps in chapter 10.
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would involve a speculative hyperinflation with the price level going to infinity.18

Unfortunately, Obstfeld and Rogo¤ showed that the conditions needed to ensure

limm!0 fmm ¼ ~mm > 0 so that speculative hyperinflations can be ruled out are restric-

tive. They showed that limm!0 fmm > 0 implies limm!0 fðmÞ ¼ �y; essentially,

money must be so necessary that the utility of the representative agent goes to minus

infinity if real balances fall to zero.19

When paths originating to the left of m 0 cannot be ruled out, the model exhibits

multiple equilibria. For example, suppose that the nominal stock of money is held

constant, with Mt ¼ M0 for all t > 0. Then there is a rational expectations equilib-

rium path for the price level and real money balances starting at any price level P0

as long as M0=P0 < m 0. Chapter 4 examines an approach called the fiscal theory of

the price level, which argues that the initial price level may be determined by fiscal

policy.

2.2.2 Steady States with a Time-Varying Money Stock

The previous section considered the steady state associated with a constant growth

rate of the nominal supply of money. Often, particularly when the focus is on the re-

lationship between money and prices, one might be more interested in a steady state

in which real quantities such as consumption and the capital stock are constant but

the growth rate of money varies over time. Assume, then, that ct ¼ c� and kt ¼ k �

for all t. Setting population growth n to zero and using (2.10), the equilibrium condi-

tions (2.6) and (2.7) can be written as

ucðc�;mtÞ ¼ b½ fkðk �Þ þ 1� d�ucðc�;mtþ1Þ ð2:24Þ

1þ it

ð1þ ptþ1Þ ¼ ½ fkðk �Þ þ 1� d�; ð2:25Þ

and (2.12) implies

umðc�;mtÞ
ucðc�;mtÞ ¼ it

1þ it
: ð2:26Þ

The budget constraint becomes

c� ¼ f ðk �Þ � dk �;

18. The hyperinflation is labeled speculative because it is not driven by fundamentals such as the growth
rate of the nominal supply of money.

19. Speculative hyperinflations are shown by Obstfeld and Rogo¤ to be ruled out if the government holds
real resources to back a fraction of the outstanding currency. This ensures a positive value below which the
real value of money cannot fall.
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and the evolution of the real stock of money is given by

mt ¼ 1þ yt

1þ pt

� �
mt�1: ð2:27Þ

If y is constant, one has the situation previously studied. There is a steady state

with inflation equal to the rate of growth of money ðp ¼ yÞ, and real money balances

are constant. With m constant, (2.24) uniquely determines the capital stock such that

b½ fkðkssÞ þ 1� d� ¼ 1. The economy’s resource constraint then determines c�.
There may also be steady-state equilibria in which m is changing over time. Reis

(2007) investigated how monetary policies that allow the monetary stock to be time-

varying can alter the steady-state values of consumption and capital. To understand

intuitively how c� and k � could be a¤ected by monetary policy, consider (2.24) for

k � > kss.20 Because of diminishing marginal productivity, b½ fkðk �Þ þ 1� d� < 1, so

for (2.24) to hold requires the marginal utility of consumption to rise over time such

that

ucðc�;mtþ1Þ
ucðc�;mtÞ ¼ 1

b½ fkðk �Þ þ 1� d� > 1: ð2:28Þ

For example, suppose ucm > 0 so that higher levels of real money balances increase

the marginal utility of consumption. Then (2.28) can be satisfied if real money bal-

ances grow over time. For real money balances to grow over time, (2.12) implies that

the nominal interest rate must be decreasing, reducing the opportunity cost of hold-

ing money. Of course, a steady state that satisfies (2.28) may not be feasible. If the

marginal utility of money goes to zero for some m > 0, then such a steady state does

not exist. Note also that if utility is separable in consumption and real money bal-

ances, (2.24) becomes ucðc�Þ ¼ b½ fkðk �Þ þ 1� d�ucðc�Þ, which implies k � ¼ kss, and

the steady state is independent of real money balances.

If, following Fischer (1979b), the utility function takes the form

uðc;mÞ ¼ ðc1�gmgÞ1�h

1� h
;

with h < 1 and g A ð0; 1Þ, then (2.28) requires that real money balances evolve

according to

mtþ1

mt

� �
¼ 1

b½ fkðk �Þ þ 1� d�
� �1=ð1�gð1�hÞÞ

: ð2:29Þ

20. Recall k ss is such that b½ fkðk ssÞ þ 1� d� ¼ 1.

2.2 The Basic MIU Model 47



Rather than characterize the steady state in terms of the growth rate of the nomi-

nal stock of money, Reis (2007) examined the behavior of the nominal interest rate

directly, since central banks today generally employ a nominal interest rate and not a

nominal quantity as their policy instrument. The equilibrium condition (2.26) implic-

itly defines a money demand function of the form

mt ¼ fðit; c�Þ;
so (2.29) implies the path of the nominal rate must satisfy

fðitþ1; c
�Þ

fðit; c�Þ ¼ 1

b½ fkðk �Þ þ 1� d�
� �1=ð1�gð1�hÞÞ

:

With k constant, (2.25) implies the real interest rate, given by ð1þ itÞ=ð1þ ptþ1Þ, is
constant, so the required path for the nominal rate also pins down the path followed

by the inflation rate. Advancing (2.27) one period then determines the growth rate of

the nominal money stock consistent with the specified equilibrium path. Reis (2007)

discussed how the monetary authority could, through a policy of declining nominal

interest rates, sustain a steady state in which consumption and output remain above

the levels that would be reached under a constant growth rate of money policy.

2.2.3 The Interest Elasticity of Money Demand

Returning to (2.12), this equation characterizes the demand for real money balances

as a function of the nominal rate of interest and real consumption. For example, sup-

pose that the utility function in consumption and real balances is of the constant elas-

ticity of substitution (CES) form:

uðct;mtÞ ¼ ½ac1�b
t þ ð1� aÞm1�b

t �1=ð1�bÞ; ð2:30Þ

with 0 < a < 1 and b > 0, b0 1. Then

um

uc
¼ 1� a

a

� �
ct

mt

� �b
;

and (2.12) can be written as21

mt ¼ 1� a

a

� �1=b
i

1þ i

� ��1=b

ct: ð2:31Þ

21. In the limit, as b ! y, (2.31) implies that m ¼ c. This is then equivalent to the cash-in-advance
models examined in chapter 3.
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In terms of the more common log specification used to model empirical money de-

mand equations,

log
Mt

PtNt

¼ 1

b
log

1� a

a

� �
þ log c� 1

b
log

i

1þ i
; ð2:32Þ

which gives the real demand for money as a negative function of the nominal rate

of interest and a positive function of consumption.22 The consumption (income) elas-

ticity of money demand is equal to 1 in this specification. The elasticity of money

demand with respect to the opportunity cost variable 1t ¼ it=ð1þ itÞ is 1=b. For sim-

plicity, this will often be referred to as the interest elasticity of money demand.23

For b ¼ 1, the CES specification becomes uðct;mtÞ ¼ cat m
1�a
t . Note from (2.32)

that in this case, the consumption (income) elasticity of money demand and the elas-

ticity with respect to the opportunity cost measure 1t are both equal to 1.

While the parameter b governs the interest elasticity of demand, the steady-state

level of money holdings depends on the value of a. From (2.31), the ratio of real

money balances to consumption in the steady state will be24

mss

css
¼ 1� a

a

� �1=b 1þ p ss � b

1þ pss

� ��1=b

:

The ratio of mss to css is decreasing in a; an increase in a reduces the weight given to

real money balances in the utility function and results in smaller holdings of money

(relative to consumption) in the steady state. Increases in inflation also reduce the

ratio of money holdings to consumption by increasing the opportunity cost of hold-

ing money.

Empirical Evidence on the Interest Elasticity of Money Demand

The empirical literature on money demand is vast. See, for example, the references in

Judd and Scadding (1982); Laidler (1985); or Goldfeld and Sichel (1990) for earlier

surveys. Recent contributions include Lucas (1988); Ho¤man and Rasche (1991);

22. The standard specification of money demand would use income in place of consumption, although see
Mankiw and Summers (1986).

23. The elasticity of money demand with respect to the nominal interest rate is

� qmt

qit

it

mt

¼ 1

b

1

1þ it
:

Empirical work often estimates money demand equations in which the log of real money balances is a
function of log income and the level of the nominal interest rate. The coe‰cient on the nominal interest
rate is then equal to the semielasticity of money demand with respect to the nominal interest rate
ðm�1qm=qiÞ, which for (2.32) is 1=bið1þ iÞ.
24. This makes use of the fact that 1þ i ss ¼ ð1þ rssÞð1þ p ssÞ ¼ ð1þ p ssÞ=b in the steady state.
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Stock and Watson (1993); Ball (2001); Knell and Stix (2005); Teles and Zhou (2005);

and Ireland (2008). Ball argued that in postwar samples ending prior to the late

1980s, the high degree of collinearity between output and interest rates made it dif-

ficult to obtain precise estimates of the income and interest elasticities of money

demand. Based on data from 1946 to 1996, he found the income elasticity of the de-

mand for the M1 monetary aggregate to be around 0:5 and the interest semielasticity

to be around �0:5. An income elasticity less than 1 is consistent with the findings of

Knell and Stix (2005). Teles and Zhou argued that M1 is not the relevant measure of

money after 1980 because of the widespread changes in financial regulations. They

focused on a monetary aggregate constructed by the Federal Reserve Bank of

St. Louis, called money zero maturity (MZM), which measures balances available

immediately for transactions at zero cost. Teles and Zhou also assumed an income

elasticity of 1 and estimated the interest elasticity of money demand to be �0:24.

Holman (1998) directly estimated the parameters of the utility function under var-

ious alternative specifications of its functional form, including (2.30), using annual

U.S. data from 1889 to 1991.25 She obtained estimates of b of around 0:1 and a

of around 0:95. This value of b implies an elasticity of money demand equal to

10. However, in shorter samples, the data failed to reject b ¼ 1, the case of Cobb-

Douglas preferences, indicating that the interest elasticity of money demand is esti-

mated very imprecisely.

Using annual data, Lucas (2000) obtained an estimate of 0:5 for the interest elas-

ticity of M1 demand. Chari, Kehoe, and McGrattan (2000) estimated (2.32) using

quarterly U.S. data and the M1 definition of money. They obtained an estimate for

a of around 0:94 and an estimate of the interest elasticity of money demand of 0:39,

implying a value of b on the order of 1=0:39A2:6. Christiano, Eichenbaum, and

Evans (2005) reported an interest semielasticity of 0:86 (the partial of log real money

holdings with respect to the gross nominal interest rate), obtained as part of the esti-

mation of a DSGE model of the United States.

Ho¤man, Rasche, and Tieslau (1995) conducted a cross-country study of money

demand and found a value of around 0:5 for the U.S. and Canadian money demand

interest elasticity, with somewhat higher values for the United Kingdom and lower

values for Japan and Germany. An elasticity of 0:5 implies a value of 2 for b. Ireland

(2001a) estimated the interest elasticity as part of a general equilibrium model and

obtained a value of 0:19 for the pre-1979 period and 0:12 for the post-1979 period.

These translate into values for b of 5:26 and 8:33, respectively.

Ireland (2009) focused on what recent data on interest rates and M1 reveal about

the appropriate functional form for the money demand equation. He contrasted two

25. Holman (1998) considered a variety of specifications for the utility function, including Cobb-Douglas
ðb ¼ 1Þ and nested CES functions of the form used in section 2.5.
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alternative functions. The first is a standard log-log specification, in which the log of

real money balances relative to income is related to the log of the nominal interest

rate. The second is a semi-log specification linking the log real money balances rela-

tive to income to the level of the nominal interest rate. Estimated elasticities for the

log-log form were in the range of �0:05 to �0:09, and the semi-log form yielded a

coe‰cient in the range of �1:5 to �1:9 on the level of the interest rate. Ireland found

that the semi-log specification fits the post-1980 data for the United States much bet-

ter than the log-log specification. The form of the money demand equation and the

sensitivity of money demand to the opportunity cost of holding money are important

for assessing the welfare cost of inflation (see section 2.3).

Reynard (2004) found that the increase in financial market participation has

increased the interest elasticity of money demand in the United States. He reported

that interest rate elasticity rose from �0:065 for the 1949–1969 period to �0:134 for

1977–1999.

Table 2.1 reports estimates of money demand for the United States based on quar-

terly data from the period 1984:1 to 2007:2. One advantage of this period is that the

Federal Reserve employed an interest rate instrument to implement monetary policy.

Because the Federal Reserve was not attempting to control monetary aggregates,

simultaneity should not be a significant problem, allowing money demand to be esti-

mated using ordinary least-squares.26 Results are reported for MZM.27 The theory

leading to (2.32) implies that consumption should appear in the money demand

Table 2.1
Estimated Money Demand (MZM), U.S., 1984:1–2007:2

m Const ln C ln Y ln i
1þi

� 	
mt�1

1. �8.482
(0.192)

1.357
(0.024)

�0.090
(0.010)

2. �10.380
(0.241)

1.500
(0.028)

�0.107
(0.010)

3. �0.965
(0.251)

0.153
(0.040)

�0.016
(0.004)

0.886
(0.029)

4. �1.036
(0.275)

0.149
(0.030)

�0.016
(0.004)

0.898
(0.020)

Note: Standard errors in parentheses.

26. Under a monetary aggregates policy, a shock to money demand would a¤ect the nominal interest rate,
inducing correlation between one of the explanatory variables (the nominal rate) and the error term. Under
an interest rate policy procedure, shocks to money demand are allowed to a¤ect the quantity of money but
not the nominal interest rate.

27. MZM is zero-maturity money calculated by the Federal Reserve Bank of St Louis as M2 less small-
denomination time deposits plus institutional money funds.
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equation, but it is more common to use a measure of income such as GDP. Thus,

results are reported for both real personal consumption expenditures (in which case

the corresponding personal consumption expenditures chain-type price index is em-

ployed) and real GDP (and the chain-type price index for GDP). To obtain a mea-

sure of the opportunity cost of holding MZM, the own return on MZM is subtracted

from the 3-month secondary market Treasury bill rate. Using either consumption or

income, the income elasticity of money demand is greater than 1. Using real con-

sumption, the interest elasticity is estimated to be �0:09 according to row 1, and row

3 implies a long-run elasticity of �0:144. According to (2.32), these values would

imply values for b of from just under 7 to over 11.

Most empirical estimates of the interest elasticity of money demand employ aggre-

gate time series data. At the household level, many U.S. households hold no interest-

earning assets, so the normal substitution between money and interest-earning assets

as the nominal interest rate changes is absent. As nominal interest rates rise, more

households find it worthwhile to hold interest-earning assets. Changes in the nominal

interest rate then a¤ect both the extensive margin (the decision whether to hold

interest-earning assets) and the intensive margin (the decision of how much to hold

in interest-earning assets, given that the household already holds some wealth in this

form). Mulligan and Sala-i-Martin (2000) focused on these two margins and used

cross-sectional evidence on household holdings of financial assets to estimate the in-

terest elasticity of money demand. They found that the elasticity increases with the

level of nominal interest rates and is low at low nominal rates of interest.

2.2.4 Limitations

Before moving on to use the MIU framework to analyze the welfare cost of inflation,

we need to consider the limitations of the money-in-the-utility function approach. In

the MIU model, there is a clearly defined reason for individuals to hold money—it

provides utility. However, this essentially solves the problem of generating a positive

demand for money by assumption; it doesn’t address the reasons that money, par-

ticularly money in the form of unbacked pieces of paper, might yield utility. The

money-in-the-utility function approach has to be thought of as a shortcut for a fully

specified model of the transaction technology faced by households that gives rise to a

positive demand for a medium of exchange.

Shortcuts are often extremely useful. But one problem with such a shortcut is that

it does not provide any real understanding of, or possible restrictions on, partial

derivatives such as um or ucm that play a role in determining equilibrium and the out-

come of comparative static exercises. One possible story that can generate a money-

in-the-utility function is based on the idea that money can reduce the time needed

to purchase consumption goods. This shopping-time story will be discussed in chap-

ter 3.
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2.3 The Welfare Cost of Inflation

Because money holdings yield direct utility and higher inflation reduces real money

balances, inflation generates a welfare loss. This raises two questions: How large is

the welfare cost of inflation? Is there an optimal rate of inflation that maximizes the

steady-state welfare of the representative household? Some important results on both

of these questions are illustrated here, and chapters 4 and 8 provide more discussion

of the optimal rate of inflation.

The second question—the optimal rate of inflation—was originally addressed by

Bailey (1956) and M. Friedman (1969). Their basic intuition was the following. The

private opportunity cost of holding money depends on the nominal rate of interest

(see (2.12)). The social marginal cost of producing money, that is, running the print-

ing presses, is essentially zero. The wedge that arises between the private marginal

cost and the social marginal cost when the nominal rate of interest is positive gener-

ates an ine‰ciency. This ine‰ciency would be eliminated if the private opportunity

cost were also equal to zero, and this will be the case if the nominal rate of interest

equals zero. But i ¼ 0 requires that p ¼ �r=ð1þ rÞA�r. So the optimal rate of infla-

tion is a rate of deflation approximately equal to the real return on capital.28

In the steady state, real money balances are directly related to the inflation rate, so

the optimal rate of inflation is also frequently discussed under the heading of the op-

timal quantity of money (M. Friedman 1969). With utility depending directly on m,

one can think of the government choosing its policy instrument y (and therefore p)

to achieve the steady-state optimal value of m. Steady-state utility will be maximized

when uðcss;mssÞ is maximized subject to the constraint that css ¼ f ðkssÞ � dkss. But

since css is independent of y, the first-order condition for the optimal y is just

umðqm=qyÞ ¼ 0, or um ¼ 0, and from (2.12), this occurs when i ¼ 0.29

The major criticism of this result is due to Phelps (1973), who pointed out that

money growth generates revenue for the government—the inflation tax. The implicit

assumption so far has been that variations in money growth are engineered via lump-

sum transfers. Any e¤ects on government revenue can be o¤set by a suitable adjust-

ment in these lump-sum transfers (taxes). But if governments only have distortionary

taxes available for financing expenditures, then reducing inflation tax revenues to

achieve the Friedman rule of a zero nominal interest rate requires that the lost reve-

nue be replaced through increases in other distortionary taxes. Reducing the nominal

28. Since ð1þ iÞ ¼ ð1þ rÞð1þ pÞ, i ¼ 0 implies p ¼ �r=ð1þ rÞA�r.

29. Note that the earlier assumption that the marginal utility of money goes to zero at some finite level of
real balances ensures that um ¼ 0 has a solution with m < y. The focus here is on the steady state, but a
more appropriate perspective for addressing the optimal inflation question would not restrict attention
solely to the steady state. The more general case is considered in chapter 4.
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rate of interest to zero would increase the ine‰ciencies generated by the higher level

of other taxes that would be needed to replace the lost inflation tax revenues. To

minimize the total distortions associated with raising a given amount of revenue, it

may be optimal to rely on the inflation tax to some degree. Recent work has re-

examined these results (see Chari, Christiano, and Kehoe 1991; 1996; Correia and

Teles 1996; 1999; Mulligan and Sala-i-Martin 1997). The revenue implications of

inflation and optimal inflation are major themes of chapter 4.

Now let’s return to the first question—what is the welfare cost of inflation? Begin-

ning with Bailey (1956), this welfare cost has been calculated from the area under the

money demand curve (showing money demand as a function of the nominal rate of

interest) because this provides a measure of the consumer surplus lost as a result of

having a positive nominal rate of interest. Figure 2.2 is based on the money demand

function given by (2.31) with a ¼ 0:9 and Chari, Kehoe, and McGrattan (2000)’s

implied value for b of 2:56. At a nominal interest rate of i�, the deadweight loss is

measured by the shaded area under the money demand curve.

Nominal interest rates reflect expected inflation, so calculating the area under the

money demand curve provides a measure of the costs of anticipated inflation and is

therefore appropriate for evaluating the costs of alternative constant rates of infla-

tion. There are other costs of inflation associated with tax distortions and with

Figure 2.2
Welfare costs of inflation as measured by the area under the demanded curve.
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variability in the rate of inflation; these are discussed in the survey on the costs of

inflation by Dri‰ll, Mizon, and Ulph (1990); relative price distortions generated by

inflation when prices are sticky are discussed in chapter 8.

Lucas (1994) provided estimates of the welfare costs of inflation by starting with

the following specification of the instantaneous utility function:

uðc;mÞ ¼ 1

1� s
cj

m

c

� �� �1�s

� 1

( )
: ð2:33Þ

With this utility function, (2.12) becomes

um

uc
¼ j 0ðxÞ

jðxÞ � xj 0ðxÞ ¼
i

1þ i
¼ 1; ð2:34Þ

where x1m=c.30 Normalizing so that steady-state consumption equals 1, uð1;mÞ
will be maximized when 1 ¼ 0, implying that the optimal x is defined by j 0ðm�Þ ¼
0. Lucas proposed to measure the costs of inflation by the percentage increase in

steady-state consumption necessary to make the household indi¤erent between a

nominal interest rate of i and a nominal rate of 0. If this cost is denoted wð1Þ, it is
defined by

uð1þ wð1Þ;mð1ÞÞ1 uð1;m�Þ; ð2:35Þ
where mð1Þ denotes the solution of (2.34) for real money balances evaluated at

steady-state consumption c ¼ 1.

Suppose, following Lucas, that jðmÞ ¼ ð1þ Bm�1Þ�1, where B is a positive con-

stant. Solving (2.34), one obtains mðiÞ ¼ B0:51�0:5.31 Note that j 0 ¼ 0 requires that

m� ¼ y. But jðyÞ ¼ 1 and uð1;yÞ ¼ 0, so wð1Þ is the solution to uð1þ wð1Þ;
B0:51�0:5Þ ¼ uð1;yÞ ¼ 0. Using the definition of the utility function, one obtains

1þ wð1Þ ¼ 1þ ffiffiffiffiffiffiffi
B1

p
, or

wð1Þ ¼
ffiffiffiffiffiffiffi
B1

p
: ð2:36Þ

Based on U.S. annual data from 1900 to 1985, Lucas reported an estimate of

0:0018 for B. Hence, the welfare loss arising from a nominal interest rate of 10

percent would be
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið0:0018Þð0:1=1:1Þp ¼ 0:013, or just over 1 percent of aggregate

consumption.

30. In the framework Lucas employed, the relevant expression is um=uc ¼ i; problem 1 at the end of this
chapter provides an example of the timing assumptions Lucas employed.

31. Lucas actually started with the assumption that money demand is equal to m ¼ Ai�0:5 for A equal to a
constant. He then derived jðmÞ as the utility function necessary to generate such a demand function, where
B ¼ A2.
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Since U.S. government bond yields were around 10 percent in 1979 and 1980, one

can use 1980 aggregate personal consumption expenditures of $2447.1 billion to get a

rough estimate of the dollar welfare loss (although consumption expenditures includes

purchases of durables). In this example, 1.3 percent of $2447.1 billion is about $32

billion. Since this is the annual cost in terms of steady-state consumption, one needs

the present discounted value of $32 billion. With a real rate of return of 2 percent,

this amounts to $32ð1:02Þ=0:02 ¼ $1632 billion; at 4 percent the cost would be $832

billion.

An annual welfare cost of $32 billion seems a small number, especially when com-

pared to the estimated costs of reducing inflation. For example, Ball (1993) reported

a ‘‘sacrifice ratio’’ of 2.4 percent of output per 1 percent inflation reduction for the

United States. Since inflation was reduced from about 10 to about 3 percent in the

early 1980s, Ball’s estimate would put the cost of this disinflation at approximately

17 percent of GDP (2.4 percent times an inflation reduction of 7 percent). Based on

1980 GDP of $3776.3 billion (1987 prices), this would be $642 billion. This looks

large when compared to the $32 billion annual welfare cost, but the trade-o¤ starts

looking more worthwhile if the costs of reducing inflation are compared to the pres-

ent discounted value of the annual welfare cost. (See also Feldstein 1979.)

Gillman (1995) provides a useful survey of di¤erent estimates of the welfare cost

of inflation. The estimates di¤er widely. One important reason for these di¤erences

arises from the choice of the base inflation rate. Some estimates compare the area

under the money demand curve between an inflation rate of zero and, say, 10 per-

cent. This is incorrect in that a zero rate of inflation still results in a positive nominal

rate (equal to the real rate of return) and therefore a positive opportunity cost asso-

ciated with holding money. Gillman concluded, based on the empirical estimates he

surveyed, that a reasonable value of the welfare cost of inflation for the United States

is in the range of 0.85 percent to 3 percent of real GNP per percentage rise in the

nominal interest rate above zero, a loss in 2008 dollars of $120 billion to $426 billion

per year.32

It should be clear from figure 2.2 that the size of the area under the demand curve

will depend importantly on both the shape and the position of the demand curve.

For example, if money demand exhibits a constant elasticity with respect to the nom-

inal interest rates, than at low levels of interest rates, further declines in the interest

rate generate larger and larger increases in the absolute level of money demand, as

illustrated in the figure. The area under the demand curve, and thus the welfare costs

of inflation, will correspondingly be large.

32. These estimates apply to the United States, which has experienced relatively low rates of inflation.
They may not be relevant for high-inflation countries.
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Lucas (2000) calculated the welfare costs of inflation for two alternative specifica-

tions of money demand. The first takes the form

lnðmÞ ¼ lnðAÞ � h lnðiÞ; ð2:37Þ
the second takes the form

lnðmÞ ¼ lnðBÞ � xi: ð2:38Þ
Based on annual U.S. data from the period 1900–1994, Lucas obtained estimates of

0:5 for h and 7 for x. Ireland (2008) illustrated how these two functional forms have

very di¤erent curvatures at low nominal interest rates. Real money demand becomes

very large as i approaches zero under the log-log specification but approaches the fi-

nite limit lnðBÞ with the semi-log version. Equation (2.38) implies that a fall of inter-

est rates from 3 to 2 percent produces the same increase in money demand as a fall

from 10 to 9 percent, unlike the functional form in figure 2.2. If the welfare costs of

positive nominal interest rates is measured from the area under the money demand

function, these costs will appear much larger when using (2.37) rather than (2.38).

For example, at a real interest rate of 3 percent, an average inflation rate of 2 percent

carries a welfare cost of just over 1 percent of income if (2.37) is the correct specifica-

tion of money demand, but only 0:25 percent if (2.38) is correct.

Ireland (2009) argued that the support for the log-log specification comes primarily

from two historical periods. The first is the late 1940s, when interest rates were very

low and money demand very high (relative to income). The second is the period of

disinflation beginning in 1979 through the early 1980s, when interest rates were very

high and money demand was unexpectedly low (often referred to as the period of

missing money; see Goldfeld 1976). Ireland found, using a measure of the money

stock that accounts for some of the changes due to financial market deregulation,

that the data since 1980 provide much more support for the semi-log specification

with a small value of x. Rather than the value of 7 estimated by Lucas, Ireland found

values below 2. His estimates translate into a welfare cost of 2 percent inflation of

less than 0:04 percent of income.

The Sidrauski model provides a convenient framework for calculating the steady-

state welfare costs of inflation, both because the lower level of real money holdings

that result at higher rates of inflation has a direct e¤ect on welfare when money

enters the utility function and because the superneutrality property of the model

means that the other argument in the utility function, real consumption, is invariant

across di¤erent rates of inflation. This latter property simplifies the calculation be-

cause it is not necessary to account for both variations in money holdings and varia-

tions in consumption when making the welfare cost calculation. However, the

area under the demand curve is a partial equilibrium measure of the welfare costs

of inflation if superneutrality does not hold, since steady-state consumption will
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no longer be independent of the inflation rate. Gomme (1993) and Dotsey and Ire-

land (1996) examined the e¤ects of inflation in general equilibrium frameworks

that allow for the supply of labor and the average rate of economic growth to be af-

fected (in models that do not display superneutrality; see section 2.4.2). Gomme

found that even though inflation reduces the supply of labor and economic growth,

the welfare costs are small due to the increased consumption of leisure that house-

holds enjoy.33 Dotsey and Ireland found much larger welfare costs of inflation in a

model that generates an interest elasticity of money demand that matches estimates

for the United States. (See also De Gregorio 1993 and Imrohoroğlu and Prescott

1991.)

2.4 Extensions

2.4.1 Interest on Money

If the welfare costs of inflation are related to the positive private opportunity costs of

holding money, paying explicit interest on money would be an alternative to defla-

tion as a means of eliminating these costs. There are obvious technical di‰culties in

paying interest on cash, but ignoring these, assume that the government pays a nom-

inal interest rate of im on money balances. Assume further that these interest pay-

ments are financed by lump-sum taxes s. The household’s budget constraint, (2.4),

now becomes (setting n ¼ 0)

f ðkt�1Þ � st þ tt þ ð1� dÞkt�1 þ ð1þ rt�1Þbt�1 þ 1þ imt
1þ pt

mt�1 ¼ ct þ kt þmt þ bt

ð2:39Þ
and the first-order condition (2.8) becomes

�ucðct;mtÞ þ umðct;mtÞ þ bð1þ imt ÞVoðotþ1Þ
ð1þ ptþ1Þ ¼ 0; ð2:40Þ

whereas (2.12) is now

umðct;mtÞ
ucðct;mtÞ ¼ it � imt

1þ it
:

The opportunity cost of money is related to the interest rate gap i � im, which repre-

sents the di¤erence between the nominal return on bonds and the nominal return on

33. The e¤ect of money (and inflation) on labor supply is discussed in section 2.4.2.
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money. Thus, the optimal quantity of money can be achieved as long as i � im ¼ 0,

regardless of the rate of inflation. If y ¼ 0, so that the rate of inflation in the steady

state is also zero, the optimal quantity of money is obtained with a positive nominal

interest rate as long as i ss ¼ im ¼ rss > 0.

The assumption that the interest payments are financed by the revenue from lump-

sum taxes is critical for this result. Problem 6 at the end of this chapter considers

what happens if the government simply finances the interest payments on money by

printing more money.

2.4.2 Nonsuperneutrality

Calculations of the steady-state welfare costs of inflation in the Sidrauski model are

greatly simplified by the fact that the model exhibits superneutrality. But how robust

is the result that money is superneutral? The empirical evidence of Barro (1995) sug-

gests that inflation has a negative e¤ect on growth, a finding inconsistent with super-

neutrality.34 One channel through which inflation can have real e¤ects in the steady

state is introduced if households have a labor supply choice. That is, suppose utility

depends on consumption, real money holdings, and leisure:

u ¼ uðc;m; lÞ: ð2:41Þ
The economy’s production function becomes

y ¼ f ðk; nÞ; ð2:42Þ
where n is employment. If the total supply of time is normalized to equal 1, then n ¼
1� l. The additional first-order condition implied by the optimal choice of leisure is

ulðc;m; lÞ
ucðc;m; lÞ ¼ fnðk; 1� lÞ: ð2:43Þ

Now, both steady-state labor supply and consumption may be a¤ected by variations

in the rate of inflation. Specifically, an increase in the rate of inflation reduces hold-

ings of real money balances. If this a¤ects the marginal utility of leisure, then (2.43)

implies the supply of labor will be a¤ected, leading to a change in the steady-state per

capita stock of capital, output, and consumption. But why would changes in money

holdings a¤ect the marginal utility of leisure? Because money has simply been

assumed to yield utility, with no explanation for the reason, it is di‰cult to answer

this question. Chapter 3 examines a model in which money helps to reduce the time

spent in carrying out the transactions necessary to purchase consumption goods; in

34. Of course, the empirical relationship may not be causal; both growth and inflation may be reacting to
common factors. As noted in chapter 1, McCandless and Weber (1995) found no relationship between in-
flation and average real growth.
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this case, a rise in inflation would lead to more time spent engaged in transactions,

and this would raise the marginal utility of leisure. But one might expect that this

channel is unlikely to be important empirically, so superneutrality may remain a rea-

sonable first approximation to the e¤ects of inflation on steady-state real magnitudes.

Equation (2.43) suggests that if ul=uc were independent of m, then superneutrality

would hold. This is the case because the steady-state values of k, c, and l could then

be found from

ul

uc
¼ fnðkss; 1� l ssÞ;

fkðkss; 1� l ssÞ ¼ 1

b
� 1þ d;

and

css ¼ f ðkss; 1� l ssÞ þ dkss:

If ul=uc does not depend on m, these three equations determine the steady-state

values of consumption, capital, and labor independently of inflation. So super-

neutrality reemerges when the utility function takes the general form uðc;m; lÞ ¼
vðc; lÞgðmÞ. Variations in inflation will a¤ect the agent’s holdings of money, but the

consumption-leisure choice will not be directly a¤ected. As McCallum (1990a) noted,

Cobb-Douglas specifications, which are quite common in the literature, satisfy this

condition. So with a Cobb-Douglas utility function, the ratio of the marginal utility

of leisure to the marginal utility of consumption will be independent of the level of

real money balances, and superneutrality will hold.

Another channel through which inflation can a¤ect the steady-state stock of capi-

tal occurs if money enters directly into the production function (Fischer 1974). Since

steady states with di¤erent rates of inflation will have di¤erent equilibrium levels of

real money balances, they will also lead to di¤erent marginal products of capital for

given levels of the capital-labor ratio. With the steady-state marginal product of cap-

ital determined by 1=b � 1þ d (see (2.19)), the two steady states can have the same

marginal product of capital only if their capital-labor ratios di¤er. If qMPK=qm > 0

(so that money and capital are complements), higher inflation, by leading to lower

real money balances, also leads to a lower steady-state capital stock.35 This is the op-

posite of the Tobin e¤ect; Tobin (1965) argued that higher inflation would induce

a portfolio substitution toward capital that would increase the steady-state capital-

35. That is, in the steady state, fkðk ss;mssÞ ¼ b�1 � 1þ d, where f ðk;mÞ is the production function and fi
denotes the partial derivative with respect to argument i. It follows that dk ss=dmss ¼ �fkm=fkk , so with
fkk a 0, signðdk ss=dmssÞ ¼ signð fkmÞ.
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labor ratio (see also Stein 1969; S. Fischer 1972). For higher inflation to be associ-

ated with a higher steady-state capital-labor ratio requires that qMPK=qm < 0 (that

is, higher money balances reduce the marginal product of capital; money and capital

are substitutes in production).

This discussion actually has, by ignoring taxes, excluded what is probably the most

important reason that superneutrality may fail in actual economies. Taxes generally

are not indexed to inflation and are levied on nominal capital gains instead of real

capital gains. E¤ective tax rates will depend on the inflation rate, generating real

e¤ects on capital accumulation and consumption as inflation varies. (See, for exam-

ple, Feldstein 1978; 1998; Summers 1981.)

2.5 Dynamics in an MIU Model

The analysis of the MIU approach has, up to this point, focused on steady-state

properties. It is also important to understand the model’s implications for the dy-

namic behavior of the economy as it adjusts to exogenous disturbances. Even the

basic Sidrauski model can exhibit nonsuperneutralities during the transition to the

steady state. For example, S. Fischer (1979a) showed that for the constant relative

risk aversion class of utility functions, the rate of capital accumulation is positively

related to the rate of money growth except for the case of log separable utility; earlier

it was noted how the steady state can be a¤ected when money growth varies over

time (Reis 2007).36

In addition, theoretical and empirical work in macroeconomics and monetary eco-

nomics are closely tied, and it is important to reflect on how the theoretical models

can illuminate actual observations on inflationary experiences.

One way to study the model’s dynamics is to employ numerical methods to carry

out simulations using the model. The results can then be compared to actual data

generated by real economies. This approach was popularized by the real-business-

cycle literature (see Cooley 1995). Since the parameters of theoretical models can be

varied in ways that the characteristics of real economies cannot, simulation methods

permit answering a variety of ‘‘what if ’’ questions. For example, how does the dy-

namic response to a temporary change in the growth rate of the money supply

depend on the degree of intertemporal substitution characterizing individual prefer-

ences or the persistence of money growth rate disturbances?

36. Superneutrality holds during the transition if uðc;mÞ ¼ lnðcÞ þ b lnðmÞ. The general class of utility

functions Fischer considered is of the form uðc;mÞ ¼ 1
1�F

ðcambÞ1�F; log utility obtains when F ¼ 1. See
also Asako (1983), who showed that faster money growth can lead to slower capital accumulation under
certain conditions if c and m are perfect complements. These e¤ects of inflation on capital accumulation
apply during the transition from one steady-state equilibrium to another; they di¤er therefore from the
Tobin (1965) e¤ect of inflation on the steady-state capital-labor ratio.
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It can also be helpful to have an analytic solution to a model; often explicit solu-

tions help to indicate whether simulation results are likely to be sensitive to parame-

ter values and to highlight directly the mechanisms through which changes in the

processes followed by the exogenous variables lead to e¤ects on the endogenous vari-

ables and to alterations in the equilibrium decision rules of the agents in the model.

In addition, easily adaptable programs for solving linear dynamic stochastic rational-

expectations models are now freely available.37

This section develops a linearized version of an MIU model that also incorporates

a labor-leisure choice. This introduces a labor supply decision into the analysis, an

important and necessary extension for studying business cycle fluctuations, since em-

ployment variation is an important characteristic of cycles. It is also important to

allow for uncertainty by adding exogenous shocks that disturb the system from its

steady-state equilibrium. The two types of shocks considered are productivity shocks,

the driving force in real-business-cycle models, and shocks to the growth rate of the

nominal stock of money.

2.5.1 The Decision Problem

The household’s problem is conveniently expressed using the value function. In

studying a similar problem without a labor-leisure choice (see section 2.2), the state

could be summarized by the resource variable ot that included current income.

When the household chooses how much labor to supply, current income is no longer

predetermined from the perspective of the household’s choices of money, bonds, and

capital investment. Consequently, income (output) yt cannot be part of the state vec-

tor for period t. Instead, let

at ¼ tt þ ½ð1þ it�1Þ=ð1þ ptÞ�bt�1 þ ½1=ð1þ ptÞ�mt�1

be the household’s real financial wealth plus transfer at the start of period t where

bt�1 and mt�1 are real bond and money balances at the end of the previous period,

and tt is the real transfer payment received at the start of period t; pt is the inflation

rate. Define the value function Vðat; kt�1Þ as the maximum present value of utility

the household can achieve if the current state is ðat; kt�1Þ, where kt�1 is the per capita

(or household) stock of capital at the start of the period. If nt denotes the fraction of

time the household devotes to market employment (so that nt ¼ 1� lt, where lt is the

fraction of time spent in leisure activities), output per household yt is given by

yt ¼ f ðkt�1; nt; ztÞ:

37. For example, Matlab programs provided by Harald Uhlig can be obtained from hhttp://www.wiwi
.hu-berlin.de/wpol/html/toolkit.htmi and Paul Söderlind’s Gauss and Matlab programs are available at
hhttp://home.datacomm.ch/paulsoderlind/i. Dynare for Matlab is available at hhttp://www.cepremap
.cnrs.fr/dynare/i.
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The household’s decision problem is defined by

Vðat; kt�1Þ ¼ maxfuðct;mt; 1� ntÞ þ bEtVðatþ1; ktÞg; ð2:44Þ
where the maximization is over ðct;mt; bt; kt; ntÞ and is subject to

f ðkt�1; nt; ztÞ þ ð1� dÞkt�1 þ at b ct þ kt þ bt þmt ð2:45Þ

atþ1 ¼ ttþ1 þ 1þ it

1þ ptþ1

� �
bt þ mt

1þ ptþ1
: ð2:46Þ

Note that the presence of uncertainty arising from the stochastic productivity and

money growth rate shocks means that it is the expected value of Vðatþ1; ktÞ that

appears in the value function (2.44). The treatment of at as a state variable assumes

that the money growth rate is known at the time the household decides on ct, kt, bt,

and mt because it determines the current value of the transfer tt. It is also assumed

that the productivity disturbance zt is known at the start of period t.

Equation (2.45) will always hold with equality (as long as uc > 0); it can be used to

eliminate kt, and (2.46) can be used to substitute for atþ1, allowing the value function

to be rewritten as

Vðat; kt�1Þ ¼ max
ct;nt;bt;mt

�
uðct;mt; 1� ntÞ þ bEtV

�
ttþ1 þ 1þ it

1þ ptþ1

� �
bt þ mt

1þ ptþ1
;

f ðkt�1; nt; ztÞ þ ð1� dÞkt�1 þ at � ct � bt �mt

��
;

where this is now an unconstrained maximization problem. The first-order necessary

conditions with respect to ct, nt, bt, and mt are

ucðct;mt; 1� ntÞ � bEtVkðatþ1; ktÞ ¼ 0 ð2:47Þ
�ulðct;mt; 1� ntÞ þ bEtVkðatþ1; ktÞ fnðkt�1; nt; ztÞ ¼ 0 ð2:48Þ

bEt
1þ it

1þ ptþ1

� �
Vaðatþ1; ktÞ � bEtVkðatþ1; ktÞ ¼ 0 ð2:49Þ

umðct;mt; 1� ntÞ þ bEt

Vaðatþ1; ktÞ
1þ ptþ1

� �
� bEtVkðatþ1; ktÞ ¼ 0 ð2:50Þ

and the envelope theorem yields

Vaðat; kt�1Þ ¼ bEtVkðatþ1; ktÞ ð2:51Þ
Vkðat; kt�1Þ ¼ bEtVkðatþ1; ktÞ½1� dþ fkðkt�1; nt; ztÞ�: ð2:52Þ
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Updating (2.52) one period and using (2.51), one obtains

Vkðatþ1; ktÞ ¼ Etf½1� dþ fkðkt; ntþ1; ztþ1Þ�Vaðatþ1; ktÞg:
Now substituting this for Vkðatþ1; ktÞ in (2.47) yields

ucðct;mt; 1� ntÞ � bEtf½1� dþ fkðkt; ntþ1; ztþ1Þ�Vaðatþ1; ktÞg ¼ 0: ð2:53Þ
When it is recognized that ucðct;mt; 1� ntÞ ¼ bEtVkðatþ1; ktÞ, (2.50), (2.53), and

(2.51) take the same form as (2.8), (2.6), and (2.10), the first-order conditions for the

basic Sidrauski model, which did not include a labor-leisure choice. The only new

condition is (2.48), which can be written, using (2.47), as

ulðct;mt; 1� ntÞ
ucðct;mt; 1� ntÞ ¼ fnðkt�1; nt; ztÞ:

This states that at an optimum, the marginal rate of substitution between consump-

tion and leisure must equal the marginal product of labor.

The equilibrium values of consumption, capital, money holdings, and labor supply

must satisfy the conditions given in (2.47)–(2.51). These conditions can be simplified,

however. Note that (2.47), (2.49), and (2.51) imply that

ucðct;mt; 1� ntÞ ¼ bð1þ itÞEt

ucðctþ1;mtþ1; 1� ntþ1Þ
1þ ptþ1

� �
:

Using this relationship and (2.47), one can now write (2.50), (2.48), and (2.53) as

umðct;mt; 1� ntÞ ¼ ucðct;mt; 1� ntÞ it

1þ it

� �
ð2:54Þ

ulðct;mt; 1� ntÞ ¼ ucðct;mt; 1� ntÞ fnðkt�1; nt; ztÞ ð2:55Þ
ucðct;mt; 1� ntÞ ¼ bEtð1þ rtÞucðctþ1;mtþ1; 1� ntþ1Þ; ð2:56Þ
where, in (2.56),

rt ¼ fkðkt; ntþ1; ztþ1Þ � d ð2:57Þ
is the marginal product of capital net of depreciation. In addition, the economy’s ag-

gregate resource constraint, expressed in per capita terms, requires that

kt ¼ ð1� dÞkt�1 þ yt � ct; ð2:58Þ
and the production function is

yt ¼ f ðkt�1; nt; ztÞ: ð2:59Þ
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Finally, real money balances evolve according to

mt ¼ 1þ yt

1þ pt

� �
mt�1; ð2:60Þ

where yt is the stochastic growth rate of the nominal stock of money.

Once processes for the exogenous disturbances zt and yt have been specified,

equations (2.54)–(2.60) constitute a nonlinear system of equations to determine

the equilibrium values of the model’s seven endogenous variables: yt, ct, kt, mt, nt,

rt, pt.

2.5.2 The Steady State

Consider a steady-state equilibrium of this model in which all real variables (includ-

ing m) are constant and shocks are set to zero. It follows immediately from (2.56)

that 1þ rss ¼ b�1 and from (2.57) that

fkðkss; nss; 0Þ ¼ b�1 � 1þ d: ð2:61Þ
Thus, the marginal product of capital is a function only of b and d. If the production

function exhibits constant returns to scale, fk will depend only on the capital-labor

ratio kss=nss. In this case, (2.61) uniquely determines k=n. That is, the capital-labor

ratio is independent of inflation or the real quantity of money.

With constant returns to scale, fðk=nÞ ¼ f =n can be defined as the intensive pro-

duction function. Then, from the economy’s resource constraint,

css ¼ f ðkss; nss; 0Þ � dkss ¼ f
kss

nss

� �
� d

kss

nss

� �� �
nss ¼ fnss;

where f1 fðkss=nssÞ � dðkss=nssÞ does not depend on anything related to money.

Now, (2.55) implies that

ulðcss;mss; 1� nssÞ
ucðcss;mss; 1� nssÞ ¼ fnðkss; nss; 0Þ:

In the case of constant returns to scale, fn depends only on kss=nss, which is a func-

tion of b and d, so using the definition of f, one can rewrite this last equation as

ulðfnss;mss; 1� nssÞ
ucðfnss;mss; 1� nssÞ ¼ f

kss

nss

� �
� kss

nss

� �
f 0 kss

nss

� �
: ð2:62Þ

This relationship provides the basic insight into how money can a¤ect the real equilib-

rium. Suppose the utility function is separable in money so that neither the marginal
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utility of leisure nor the marginal utility of consumption depend on the household’s

holdings of real money balances. Then (2.62) becomes

ulðfnss; 1� nssÞ
ucðfnss; 1� nssÞ ¼ f

kss

nss

� �
� kss

nss

� �
f 0 kss

nss

� �
;

which determines the steady-state supply of labor. Steady-state consumption is then

given by fnss. Thus, separable preferences imply superneutrality. Changes in the

steady-state rate of inflation will alter nominal interest rates and the demand for

real money balances (see (2.54)), but di¤erent inflation rates have no e¤ect on the

steady-state values of the capital stock, labor supply, or consumption.

If utility is nonseparable, so that either ul or uc (or both) depend on mss, then

money is not superneutral. Variations in average inflation that a¤ect the opportunity

cost of holding money will a¤ect mss. Di¤erent levels of mss will change the value

of nss that satisfies (2.62). Since 1þ i ss ¼ ð1þ rssÞð1þ p ssÞ ¼ b�1ð1þ yssÞ, equation
(2.54) can be rewritten as

umðfnss;mss; 1� nssÞ
ucðfnss;mss; 1� nssÞ ¼ i ss

1þ i ss

� �
¼ 1þ yss � b

1þ y ss :

This equation, together with (2.62) must be jointly solved for mss and nss. Even in

this case, however, the ratios of output, consumption, and capital to labor are inde-

pendent of the rate of money growth. The steady-state levels of the capital stock, out-

put, and consumption will depend on the money growth rate through the e¤ects of

inflation on labor supply, with inflation-induced changes in nss a¤ecting yss, css, and

kss equiproportionally.

The e¤ect of faster money growth will depend on how uc, and ul are a¤ected by m.

For example, suppose money holdings do not a¤ect the marginal utility of leisure

ðulm ¼ 0Þ but money and consumption are Edgeworth complements; higher infla-

tion that reduces real money balances decreases the marginal utility of consumption

ðucm > 0Þ. In this case, faster money growth reduces mss and decreases the marginal

utility of consumption. Households substitute away from labor and toward leisure.

Steady-state employment, output, and consumption fall. These e¤ects go in the op-

posite direction if consumption and money are Edgeworth substitutes ðucm < 0Þ.
2.5.3 The Linear Approximation

To further explore the e¤ects of money outside the steady state, it is useful to approx-

imate the model’s equilibrium conditions around the steady state. The steps involved

in obtaining the linear approximation around the steady state follow the approach of

Campbell (1994) and Uhlig (1999). Details on the approach used to linearize (2.54)–

(2.60) are discussed in the appendix to this chapter (section 2.7). With the exception
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of interest rates and inflation, variables will be expressed as percentage deviations

around the steady state. Percentage deviations of a variable qt around its steady-state

value will be denoted by q̂qt, where qt 1 qssð1þ q̂qtÞ. For interest rates and inflation, r̂rt,

{̂{t, and p̂pt will denote rt � rss, it � i ss, and pt � pss, respectively.38 In what follows,

uppercase letters denote economywide variables, lowercase letters denote random

disturbances and variables expressed in per capita terms, and the superscript ss indi-

cates the steady-state value of a variable. However, m, mss, and m̂m refer to real money

balances per capita, whereas M represents the aggregate nominal stock of money.

As is standard, the production function is taken to be Cobb-Douglas with constant

returns to scale, so

yt ¼ eztk a
t�1n

1�a
t ð2:63Þ

with 0 < a < 1. For the utility function, it is assumed that

uðct;mt; 1� ntÞ ¼ ½ac1�b
t þ ð1� aÞm1�b

t �ð1�FÞ=ð1�bÞ

1�F
þC

ð1� ntÞ1�h

1� h
: ð2:64Þ

R. King, Plosser, and Rebelo (1988) demonstrated that with the exception of the log

case, utility must be multiplicatively separable in labor to be consistent with steady-

state growth, in which the share of time devoted to work remains constant as real

wages rise. Equation (2.64) does not have this property. However, we will abstract

from growth factors, and the assumption of linear separability in leisure is common

in the recent literature on business cycles. The end-of-chapter problems present an

example using a utility function that is consistent with growth.

The resulting linearized system consists of the exogenous processes for the produc-

tivity shock and the money growth rate plus the eight additional equilibrium condi-

tions: the production function, the goods market clearing condition, the definition of

the real return on capital, the Euler equation for optimal intertemporal consumption

allocation, the first-order conditions for labor supply and money holdings, the Fisher

equation linking nominal and real interest rates, and the money market equilibrium

condition. These can be solved for the capital stock, money holdings, output, con-

sumption, employment, the real rate of interest, the nominal interest rate, and the in-

flation rate.

To this system of eight endogenous variables, it will be convenient to add invest-

ment, xt, given by xt ¼ kt � ð1� dÞkt�1, and to define lt as the marginal utility of

consumption. The linearized expression for l̂lt is

38. That is, if the interest rate is 0:0125 at a quarterly rate (i.e., 5 percent at an annual rate) and the steady-
state value of the interest rate is 0.01, then r̂rt ¼ 0:0125� 0:01 ¼ 0:0025, not ð0:0125� 0:01Þ=0:01 ¼ 0:25, a
25 percent deviation.
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l̂lt ¼ W1ĉct þW2m̂mt; ð2:65Þ
where W1 ¼ ½ðb�FÞg� b�, W2 ¼ ðb�FÞð1� gÞ, and the parameter g is equal to

aðcssÞ1�b=½aðcssÞ1�b þ ð1� aÞðmssÞ1�b�.
Then, in linearized form, the equilibrium conditions include (2.65) and (see the

chapter appendix):

xss

k ss

� �
x̂xt ¼ k̂kt � ð1� dÞk̂kt�1; ð2:66Þ

ŷyt ¼ ak̂kt�1 þ ð1� aÞn̂nt þ zt ð2:67Þ

yss

k ss

� �
ŷyt ¼

css

k ss

� �
ĉct þ dx̂xt ð2:68Þ

r̂rt ¼ a
yss

k ss

� �
ðEtŷytþ1 � k̂ktÞ ð2:69Þ

l̂lt ¼ Etl̂ltþ1 þ r̂rt ð2:70Þ

�l̂lt þ h
nss

1� nss

� �
n̂nt ¼ ŷyt � n̂nt ð2:71Þ

{̂{t ¼ r̂rt þ Etp̂ptþ1 ð2:72Þ

m̂mt � ĉct ¼ � 1

b

� �
1

i ss

� �
{̂{t ð2:73Þ

m̂mt ¼ m̂mt�1 � p̂pt þ ut: ð2:74Þ
Consistent with the real-business-cycle literature, a stochastic disturbance to total

factor productivity is incorporated that follows an AR(1) process:

zt ¼ rzzt�1 þ et: ð2:75Þ

Assume that et is a serially uncorrelated mean zero process and jrzj < 1. Note the

timing convention in (2.67): the capital carried over from period t� 1, Kt�1, is avail-

able for use in producing output during period t.

It is also necessary to specify the process followed by the nominal stock of money.

In previous sections, y denoted the growth rate of the nominal money supply. As-

sume then that the average growth rate is yss, and let ut 1 yt � y ss be the deviation

in period t of the growth rate from its unconditional average value. This deviation

will be treated as a stochastic process given by
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ut ¼ ruut�1 þ fzt�1 þ jt; 0a g < 1; ð2:76Þ

where jt is a white noise process and jruj < 1. This formulation allows the growth

rate of the money stock to display persistence (if ru > 0), respond to the real produc-

tivity shock z, and be subject to random disturbances through the realizations of jt.

Equation (2.67) is the economy’s production function in which output deviations

from the steady state are a linear function of the percentage deviations of the capital

stock and labor supply from the steady state plus the productivity shock. Equation

(2.68) is the resource constraint derived from the condition that output equals con-

sumption plus investment. Deviations of the marginal product of capital are tied to

deviations of the real return by (2.69). Equations (2.70)–(2.73) are derived from the

representative household’s first-order conditions for consumption, leisure, and money

holdings. Finally, (2.74) relates the change in the deviation from steady state of real

money balances to the inflation rate and the growth of the nominal money stock. To

complete the specification, the exogenous disturbances for productivity and nominal

money growth were given earlier by (2.75) and (2.76).

One conclusion follows immediately from inspecting this system. If F ¼ b, (2.65)

shows that money no longer a¤ects the marginal utility of consumption. Thus,

money drops out of both (2.70) and (2.71) so that (2.67)–(2.71) can be solved for ŷy,

ĉc, r̂r, k̂k, and n̂n independently of the money supply process and inflation. This implies

that superneutrality will characterize dynamics around the steady state as well as the

steady state itself. Thus, the system will exhibit superneutrality along its dynamic ad-

justment path.39

Separability allows the real equilibrium to be solved independent of money and in-

flation, but it has more commonly been used in monetary economics to allow the

study of inflation and money growth to be conducted independent of the real equilib-

rium. When F ¼ b, (2.73) and (2.74) constitute a two-equations system in inflation

and real money balances, with u representing an exogenous random disturbance

and ĉc and r̂r determined by (2.67)–(2.71) and exogenous to the determination of infla-

tion and real money balances. Equation (2.73) can then be written as

Etptþ1 1Etp̂ptþ1 � p̂pt ¼ �ðbissÞm̂mt þ wt ¼ �ðbissÞðM̂Mt � p̂ptÞ þ wt:

This is an expectational di¤erence equation that can be solved for the equilibrium

path of p̂p for a given process for the nominal money supply and the exogenous vari-

able wt 1 ½ðbi ssÞĉct � r̂rt�. Models of this type have been widely employed in monetary

economics, and they are studied further in chapter 4.

39. This result, for the preferences given by (2.64), generalizes the findings of Brock (1974) and Fischer
(1979a).
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A second conclusion revealed by the dynamic system is that when money does

matter (i.e., when b0F), it is only anticipated changes in money growth that matter.

To see this, suppose ru ¼ f ¼ 0, so that ut ¼ jt is a purely unanticipated change in

the growth rate of money that has no e¤ect on anticipated future values of money

growth. Now consider a positive realization of jt (nominal money growth is faster

than average). This increases the nominal stock of money. If ru ¼ f ¼ 0, future

money growth rates are una¤ected by the value of jt. This means that future

expected inflation, Etptþ1, is also una¤ected. Therefore, a permanent jump in the

price level that is proportional to the unexpected rise in the nominal money stock

leaving mt una¤ected also leaves (2.67)–(2.73) una¤ected. From (2.74), for jt to

have no e¤ect on m̂mt requires that pt ¼ jt. So an unanticipated money growth rate

disturbance has no real e¤ects and simply leads to a one-period change in the infla-

tion rate (and a permanent change in the price level). Unanticipated money doesn’t

matter.40

Now consider what happens when one continues to assume that f ¼ 0 but allows

ru to di¤er from zero. In the United States, money growth displays positive serial

correlation, so assume that ru > 0. A positive shock to money growth ðjt > 0Þ now
has implications for the future growth rate of money. With ru > 0, future money

growth will be above average, so expectations of future inflation will rise. From

(2.73), however, for real consumption and the expected real interest rate to remain

unchanged in response to a rise in expected future inflation, current real money bal-

ances must fall. This means that p̂pt would need to rise more than in proportion to the

rise in the nominal money stock. But when W2 0 0, the decline in m̂mt a¤ects the first-

order conditions given by (2.71) and (2.73), so the real equilibrium will not remain

unchanged. Monetary disturbances have real e¤ects by a¤ecting the expected rate of

inflation.

A positive monetary shock increases the nominal rate of interest. Monetary policy

actions that increase the growth rate of money are usually thought to reduce nominal

interest rates, at least initially. The negative e¤ect of money on nominal interest rates

is usually called the liquidity e¤ect, and it arises if an increase in the nominal quantity

of money also increases the real quantity of money because nominal interest rates

would need to fall to ensure that real money demand also increased. However, in

the MIU model, prices have been assumed to be perfectly flexible; the main e¤ect of

money growth rate shocks when ru > 0 is to increase expected inflation and raise the

nominal interest rate. Because prices are perfectly flexible, the monetary shock gener-

ates a jump in the price level immediately. The real quantity of money actually falls,

40. During the 1970s, macroeconomics was heavily influenced by a model developed by Lucas (1972), in
which only unanticipated changes in the money supply had real e¤ects. See chapter 5.
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consistent with the decline in real money demand that occurs as a result of the in-

crease in the nominal interest rate.

To actually determine how the equilibrium responds to money growth rate

shocks and how the response depends quantitatively on ru and f, one must calibrate

the parameters of the model and numerically solve for the rational-expectations

equilibrium.

2.5.4 Calibration

Thirteen parameters appear in the equations that characterize behavior around the

steady state: a, d, rz, s
2
e , b, a, b, h, F, y ss, ru, f, s

2
j. Some of these parameters are

common to standard real-business-cycle models; for example, Cooley and Prescott

(1995, 22) reported values of, in the present notation, a (the share of capital income

in total income), d (the rate of depreciation of physical capital), rz (the autoregressive

coe‰cient in the productivity process), se (the standard deviation of productivity

innovations), and b (the subjective rate of time discount in the utility function). These

values are based on a time period equal to three months (one quarter). Cooley and

Prescott’s values are adopted except for the depreciation rate d; Cooley and Prescott

calibrated d ¼ 0:012 based on a model that explicitly incorporates growth. Here the

somewhat higher value of 0:019 given in Cooley and Hansen (1995, 201) is used. The

value of se is set to match the standard deviation of quarterly HP-filtered log U.S.

real GDP for the 1959–2008 period of 1:5 percent. For the period from 1984 to

2007, the average annual growth rate of M1 in the United States was 4.1 percent,

and the growth rate of MZM was 7.2 percent. An annual rate of 4 percent (7 per-

cent) would imply a quarterly value of 1:01 (1:017) for 1þ yss, so set 1þ yss ¼ 1:01

to match M1. Estimating an AR(1) process for M1 growth yields ru ¼ 0:75 with a

value of 0:9 for sj, the standard deviation of innovations to the nominal money

growth rate.41 Various alternative values are considered for the autoregression coef-

ficient for money growth, ru, and the coe‰cient on the productivity shock, f, to see

how the implications of the model are a¤ected by the manner in which money

growth evolves.

The remaining parameters are those in the utility function. The value of C can be

chosen so that the steady-state value of nss is equal to one-third, as in Cooley and

Prescott. The results of table 2.1 suggest a value of at least 7 for b for MZM, but

estimates for M1 (not reported) suggest a lower value, closer to 3. The chapter ap-

pendix shows that the steady-state value of real money balances relative to consump-

tion is equal to ða1 ss=ð1� aÞÞ�1=b, 1 ss ¼ ð1þ yss � bÞ=ð1þ yssÞ. For real M1, this

ratio in the data is about 0:8 when consumption is expressed at a quarterly rate. If

41. For the growth rate of MZM, one obtains ru ¼ 0:68 with a value of 4.1 for sj.
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b ¼ 3, this would imply a ¼ 0:99, and the ratio of real MZM to consumption is 2:64,

which, for b ¼ 7 implies a ¼ 0:04. Thus, for the purposes of the simulation exercise,

values of a ¼ 0:99 and b ¼ 3 are used.

The inverse of the intertemporal elasticity of substitution, F, is set equal to 2 in

the benchmark simulations. With b ¼ 3, this means b�F > 0, and faster expected

money growth will decrease employment and output. Finally, h is set equal to 1.

With nss ¼ 1=3, a value of h ¼ 1 yields a labor supply elasticity of ½hnss=ð1� nssÞ��1

¼ 2.

These parameter values are as follows:

Baseline Parameter Values

a d b F h a b 1þ yss rz se ru sj

0:36 0:019 0:989 2 1 0:99 3 1:01 0:95 0:34 0:75 0:9

Using the information in this table, the steady-state values for the variables can be

evaluated:

Steady-State Values at Baseline Parameter Values

1þ rss y ss

k ss
c ss

k ss
mss

k ss
n ss

k ss

1:011 0:084 0:065 0:051 0:021

The e¤ect of money growth on the steady-state level of employment can be derived

using (2.77) in the appendix. The elasticity of the steady-state labor supply with re-

spect to the growth rate of the nominal money supply depends on the sign of ucm;

this in turn depends on the sign of b�F. For the benchmark parameter values, this

is positive. With F less than b, the marginal utility of consumption is increasing in

real money balances. Hence, higher inflation decreases the marginal utility of con-

sumption, increases the demand for leisure, and decreases the supply of labor (see

(2.43)). If b�F is negative, higher inflation leads to a rise in labor supply and out-

put. The dependence of the elasticity of labor with respect to inflation on the partial

derivatives of the utility function in a general MIU model is discussed more fully by

Wang and Yip (1992).

2.5.5 Simulation Results

Several Matlab programs for solving linear rational-expectations models numeri-

cally are publicly available (see the appendix and the programs available at hhttp://
people.ucsc.edu/~walshc/mtp3ei). Figure 2.3 shows that the magnitude of the e¤ect

of a one standard deviation monetary shock on output and labor is small, but the
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e¤ects clearly depend on the degree of persistence in the money growth process.42

Higher values of ru generate larger e¤ects on labor input and output.43

Figure 2.4 shows how the nominal interest rate response depends on ru. A positive

monetary shock increases the nominal rate of interest; when ru > 0, money growth

rate shocks increase expected inflation and raise the nominal interest rate, while the

real quantity of money actually falls.

How do the properties of the model vary if money growth responds to productivity

shocks? Table 2.2 illustrates the e¤ects of varying f, the response of money growth

to the productivity shock.44 The major e¤ect of f is on the behavior of inflation and

the nominal rate of interest. When money growth does not respond to a produc-

tivity shock or when it decreases in response (i.e., when fa 0), output and infla-

tion are negatively correlated, as the positive shock to productivity increases output

Figure 2.3
Response of output and employment to a positive money growth shock.

42. Recall that the transitional dynamics exhibit superneutrality when F ¼ b. In this case, neither output
nor employment would be a¤ected by the monetary shock.

43. E¤ects would also be larger if the model were calibrated to match a broader monetary aggregate by
reducing a, increasing b, and increasing sj.

44. When f0 0, the variance of the innovation to u is adjusted to keep the standard deviation of nominal
money growth equal to 0.9, as in the benchmark case.
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Figure 2.4
Response of the nominal interest rate to a positive money growth shock.

Table 2.2
E¤ects of the Money Process

f ¼ �0:15 f ¼ 0 f ¼ 0:15

s.d.
s.d. rel.
to y

Corr.
with y s.d.

s.d. rel.
to y

Corr.
with y s.d.

s.d. rel.
to y

Corr.
with y

y 1.51 1.00 1.00 1.49 1.00 1.00 1.48 1.00 1.00

n 0.58 0.38 0.02 0.58 0.39 �0.04 0.59 0.40 �0.10

c 0.91 0.60 0.88 0.88 0.59 0.87 0.86 0.58 0.86

x 4.22 2.79 0.94 4.25 2.84 0.94 4.28 2.90 0.94

r 0.04 0.02 0.19 0.04 0.02 0.17 0.04 0.02 0.14

m 7.86 5.20 0.90 3.59 2.40 0.24 6.35 4.30 �0.84

i 0.45 0.30 �0.88 0.22 0.15 �0.03 0.44 0.30 0.87

p 3.59 2.37 �0.11 3.23 2.16 �0.00 3.51 2.38 0.11
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and reduces prices. When f > 0, however, the output-inflation correlation becomes

positive.

When f < 0, a positive technology shock leads to lower expected money growth

and inflation. Lower expected inflation raises real money balances, increases the mar-

ginal utility of consumption, and increases the labor supply when, as in the case here,

b > F. Hence, employment and output are slightly higher after a technology shock

when f < 0 than when f ¼ 0. When f > 0, a positive technology shock leads to

higher expected inflation, and employment and output respond less than in the base

case. Simulations reveal these di¤erences to be small. Changes in the money growth

process have their main e¤ect on the behavior of the nominal interest rate and infla-

tion. Both the sign and the magnitude of the correlation between these variables and

output depends on the money growth process.

Consistent with the earlier discussion, the monetary shock jt a¤ects the labor-

leisure choice only when the nominal money growth rate process exhibits serial cor-

relation ðru 0 0Þ or responds to the technology shock ðf0 0Þ. But for the base

value of 0:5 for ru, the e¤ect of a money growth shock on nt is very small. As

(2.43) showed, variations in money holdings can a¤ect the agent’s labor-leisure

choice by a¤ecting the ratio of the marginal utility of leisure to the marginal utility

of consumption. A positive realization of jt implies a rise in expected inflation

when money growth is positively serially correlated ðru > 0Þ; this reduces holdings

of real money balances ðmÞ, and with F ¼ 2 < b, lowers the marginal utility of

consumption, and causes the agent to substitute toward leisure. As a consequence,

labor supply and output fall. If F > b, higher expected inflation (and therefore

lower real money balances) would raise the marginal utility of consumption and

lead to a decrease in leisure demand; labor supply and output would rise in this

case.

2.6 Summary

Assuming that holdings of real money balances yield direct utility is a means of

ensuring a positive demand for money so that, in equilibrium, money is held and

has value. This assumption is clearly a shortcut; it does not address the issue of why

money yields utility or why certain pieces of paper that we call money yield utility

but other pieces of paper presumably do not.

The Sidrauski model, because it assumes that agents act systematically to maxi-

mize utility, allows welfare comparisons to be made. The model can be used to assess

the welfare costs of inflation and to determine the optimal rate of inflation. Fried-

man’s conclusion that the optimal inflation rate is the rate that produces a zero nom-

inal rate of interest is quite robust (see chapter 4).
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Finally, by developing a linear approximation to the basic money-in-the-utility

function model (augmented to include a labor supply choice), it was shown how the

e¤ects of variations in the growth rate of the money supply on the short-run dynamic

adjustment of the economy depended on the e¤ect of money holdings on the mar-

ginal utility of consumption and leisure.

2.7 Appendix: Solving the MIU Model

The basic MIU model will be linearized around the nonstochastic steady state, so the

first task is to derive the steady-state equilibrium. Setting all shocks to zero and all

endogenous variables equal to constants, and using the functional forms assumed

for production and utility, the Euler condition, the definition of the real return, the

production function, the capital accumulation equation, and the goods market clear-

ing condition imply

l ss ¼ bð1þ rssÞlss ) 1þ rss ¼ 1

b
;

rss ¼ a
yss

k ss

� �
� d ) yss

k ss

� �
¼ 1

a

� �
1

b
� 1þ d

� �

yss ¼ ðkssÞaðnssÞ1�a ) nss

k ss ¼
yss

k ss

� �1=ð1�aÞ
¼

1
b
� 1þ d

a

 !1=ð1�aÞ

xss ¼ kss � ð1� dÞkss ¼ dkss ) xss

k ss ¼ d

css ¼ yss � xss ) css

k ss ¼
yss

k ss

� �
� d ¼ 1

a

� �
1

b
� 1þ ð1� aÞd

� �
:

These five equations pin down the steady-state values of the real return as well as the

steady-state ratios of output, employment, investment, and consumption to the capi-

tal stock.

In the text, the intensive production function was defined as

f
kss

nss

� �
¼ kss

nss

� �a
:

Then yss=nss ¼ fðkss=nssÞ, css ¼ yss � dkss ¼ ½f� dðkss=nssÞ�nss ¼ fnss. Section 2.5.2

also made use of the fact that since y ¼ f ¼ fn, fn ¼ f� ðkss=nssÞf 0.
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From

mss ¼ 1þ yss

1þ p ss

� �
mss;

one obtains p ss ¼ yss, and this then means

1þ rss ¼ 1þ i ss

1þ pss ) 1þ i ss ¼ ð1þ rssÞð1þ pssÞ ¼ 1þ yss

b
;

or i ss ¼ ð1þ yss � bÞ=b. The first-order condition for money holdings then becomes

umðcss;mss; 1� nssÞ
lss ¼ mss

css

� ��b

¼ i ss

1þ i ss

� �
¼ a

1� a

� �
1þ yss � b

1þ yss

� �
;

or

mss

css

� �
¼ a

1� a

� �
1þ yss � b

1þ yss

� �� ��1=b

:

From the first-order condition for the household’s choice of hours and the defini-

tion of the marginal utility of consumption,

ulðcss;mss; 1� nssÞ
lss ¼ Cð1� nssÞ�h

a½aðcssÞ1�b þ ð1� aÞðmssÞ1�b�ðb�FÞ=ð1�bÞðcssÞ�b
¼ ð1� aÞ yss

nss

� �
:

This can be rewritten as

Cð1� nssÞ�h

a aþ ð1� aÞ mss

c ss

� �1�b
h iðb�FÞ=ð1�bÞ

ðcssÞ�F
¼ ð1� aÞ yss

k ss

� �
kss

nss

� �
:

Rearranging, and using the earlier results, nss satisfies

ð1� nssÞ�hðnssÞF ¼ H

C
; ð2:77Þ

where

H ¼ ð1� aÞ yss

k ss

� �
a aþ ð1� aÞ mss

css

� �1�b
" #ðb�FÞ=ð1�bÞ

css

k ss

� ��F
kss

nss

� �1�F

¼ ð1� aÞa aþ ð1� aÞ mss

css

� �1�b
" #ðb�FÞ=ð1�bÞ

css

k ss

� ��F
yss

k ss

� �ðF�aÞ=ð1�aÞ
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¼ að1� aÞ
1
b
� 1þ d

a

 !ðF�aÞ=ð1�aÞ
aþ ð1� aÞ 1þ yss � b

1þ yss

� ��ð1�bÞ=b" #ðb�FÞ=ð1�bÞ

�
1
b
� 1þ ð1� aÞd

a

" #�F

:

Only H depends on the rate of money growth (and so on the steady-state rate of in-

flation), and if b ¼ F, then H too is independent of 1þ yss. In this case, nss and all

other real variables (except mss) are independent of the rate of money growth.

The next step is to obtain the linear approximation for each equilibrium condition

of the model so that the dynamic behavior as the economy fluctuates around the

steady state can be studied.

2.7.1 The Linear Approximation

Three basic rules are employed in deriving the linear approximations (see Uhlig

1999). First, for two variables u and w,

uw ¼ ussð1þ ûuÞwssð1þ ŵwÞAusswssð1þ ûuþ ŵwÞ: ð2:78Þ
That is, assume that product terms like ûuŵw are approximately equal to zero. Second,

ua ¼ ðussÞað1þ ûuÞaAðussÞað1þ aûuÞ; ð2:79Þ
which can be obtained as a repeated application of the first rule. Furthermore,

ln u ¼ ln ussð1þ ûuÞ ¼ ln uss þ lnð1þ ûuÞA ln uss þ ûu: ð2:80Þ
Finally, since variables such as interest rates and inflation rates are already expressed

in percentages, it seems natural to write them as absolute deviations from steady

state. So, for example, r̂rt 1 rt � rss. Assuming interest rates and inflation rates are

small, (2.80) permits approximating the log deviation of ð1þ rtÞ around the steady

state by lnð1þ rtÞ � lnð1þ rssÞArt � rss ¼ r̂rt, and similarly for it and pt. This also

means ð1þ rtÞ=ð1þ rssÞ is approximated by 1þ rt � rss ¼ 1þ r̂rt.45 By applying these

rules, one obtains a system of linear equations that characterizes the dynamic behav-

ior of the MIU model for small deviations around its steady state.

45. This requires that terms such as rt be small. Otherwise, one should use the exact Taylor series expan-
sion. For example, in the case of ð1þ rtÞ=ð1þ rssÞ, this would be

1þ rt

1þ rss
A1þ 1

1þ rss

� �
ðrt � rssÞ ¼ 1þ 1

1þ rss

� �
r̂rt:

With the calibration employed, rss ¼ 0:011, so 1=ð1þ rssÞ ¼ b ¼ 0:989.
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The Production Function

First, rewrite the production relationship (2.63) by replacing each variable with its

steady-state value times 1 plus the percent deviation of its time t value from the

steady state, noting that ezt can be approximated by 1þ zt for small zt:

yssð1þ ŷytÞ ¼ ð1þ ztÞðkssÞað1þ k̂kt�1ÞaðnssÞ1�að1þ n̂ntÞ1�a:

Since

yss ¼ ðkssÞaðnssÞ1�a;

divide both sides by yss to obtain

ð1þ ŷytÞ ¼ ð1þ ztÞð1þ k̂kt�1Það1þ n̂ntÞ1�a

A1þ ak̂kt�1 þ ð1� aÞn̂nt þ zt;

or

ŷyt ¼ ak̂kt�1 þ ð1� aÞn̂nt þ zt: ð2:81Þ
Goods Market Clearing

Goods market clearing requires that yt ¼ ct þ xt, where xt is investment. One can

write this as

yssð1þ ŷytÞ ¼ cssð1þ ĉctÞ þ xssð1þ x̂xtÞ:
Since yss ¼ css þ xss, it follows that

yss ŷyt ¼ cssĉct þ xssx̂xt:

Dividing both sides by kss and noting that xss=kss ¼ d gives

yss

k ss

� �
ŷyt ¼

css

k ss

� �
ĉct þ dx̂xt: ð2:82Þ

Capital Accumulation

The capital stock evolves according to kt ¼ ð1� dÞkt�1 þ xt, or

kssð1þ k̂ktÞ ¼ ð1� dÞkssð1þ k̂kt�1Þ þ xssð1þ x̂xtÞ;
which implies

k̂kt ¼ ð1� dÞk̂kt�1 þ xss

k ss

� �
x̂xt;
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but xss=kss ¼ d, so

k̂kt ¼ ð1� dÞk̂kt�1 þ dx̂xt: ð2:83Þ
Labor Hours

The first-order condition for the choice of labor hours is

ulðct;mt; 1� ntÞ ¼ lt fnðkt�1; nt; ztÞ;
where lt is the marginal utility of consumption. Using the production and utility

functions, this becomes

ul

lt
¼ Cð1� ntÞ�h

lt
¼ Cl

�h
t

lt
¼ ð1� aÞ yt

nt

� �
:

Written in terms of deviations, this is

Cðl ssÞ�hð1þ l̂ltÞ�h

l ssð1þ l̂ltÞ
¼ ð1� aÞ yss

nss

� �
1þ ŷyt
1þ n̂nt

� �
:

But in the steady state,

Cðl ssÞ�h

lss ¼ ð1� aÞ yss

nss

� �
;

so

ð1þ l̂ltÞ�h

ð1þ l̂ltÞ
¼ 1þ ŷyt

1þ n̂nt

� �
;

or

ð1� hl̂ltÞð1� l̂ltÞA1� hl̂lt � l̂ltA1þ ŷyt � n̂nt:

From lt ¼ 1� nt,

l ssð1þ l̂ltÞ ¼ 1� nssð1þ n̂ntÞ ) l̂lt ¼ � nss

l ss

� �
n̂nt:

Hence,

�hl̂lt � l̂lt ¼ h
nss

l ss

� �
n̂nt � l̂ltA ŷyt � n̂nt;

which can be written as
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1þ h
nss

l ss

� �� �
n̂nt ¼ ŷyt þ l̂lt: ð2:84Þ

Marginal Utility of Consumption

The marginal utility of consumption is

lt ¼ a½ac1�b
t þ ð1� aÞm1�b

t �ðb�FÞ=ð1�bÞ
c�b
t :

Define

Qt ¼ ac1�b
t þ ð1� aÞm1�b

t :

Then

lt ¼ aQ
ðb�FÞ=ð1�bÞ
t c�b

t ;

or

lssð1þ l̂ltÞ ¼ aðQssÞðb�FÞ=ð1�bÞðcssÞ�b 1þ b�F

1� b

� �
q̂qt

� �
ð1� bĉctÞ:

Since

lss ¼ aðQssÞðb�FÞ=ð1�bÞðcssÞ�b;

the right side of the previous equation can be approximated by

lss 1þ b�F

1� b

� �
q̂qt � bĉct

� �
;

so

l̂lt ¼ b�F

1� b

� �
q̂qt � bĉct:

To obtain an expression for q̂qt, note that from the definition of Qt,

ð1þ q̂qtÞ ¼
aðcssÞ1�b

Qss ð1þ ĉctÞ1�b þ ð1� aÞðmssÞ1�b

Qss ð1þ m̂mtÞ1�b

¼ g½1þ ð1� bÞĉct� þ ð1� gÞ½1þ ð1� bÞm̂mt�;
where

g1
aðcssÞ1�b

Qss :
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Hence,

q̂qt ¼ gð1� bÞĉct þ ð1� gÞð1� bÞm̂mt:

Combining these results,

l̂lt ¼ W1ĉct þW2m̂mt; ð2:85Þ
where W1 ¼ bðg� 1Þ � gF and W2 ¼ ðb�FÞð1� gÞ. Note that if b ¼ F, l̂lt ¼ �bĉct.

Euler Condition

The Euler condition is

lt ¼ bEtð1þ rtÞltþ1;

which, because b ¼ ð1þ rssÞ�1, can be written as

l ssð1þ l̂ltÞ ¼ blssð1þ rtÞEtð1þ l̂ltþ1Þ ¼ l ss 1þ rt

1þ rss

� �
Etð1þ l̂ltþ1Þ:

Dividing both sides by lss, recalling that r̂rt 1 rt � rss, and using (2.78),

ð1þ l̂ltÞAð1þ r̂rt þ Etl̂ltþ1Þ:
Then

l̂lt ¼ r̂rt þ Etl̂ltþ1:

Marginal Product, Real Return Condition

Start with

1þ rt ¼ 1� dþ aEt

ytþ1

kt

� �
:

Using the same general approach as applied to the other equations,

1þ rtA1� dþ a
yss

k ss

� �
Etð1þ ŷytþ1 � k̂ktÞ:

Since rss ¼ aðyss=kssÞ � d,

r̂rt ¼ rt � rss ¼ a
yss

k ss

� �
Etð ŷytþ1 � k̂ktÞ: ð2:86Þ

It is convenient to eliminate Etŷytþ1 from this equation. This can be done by noting

that the linearized production function implies that

Etŷytþ1 ¼ ak̂kt þ ð1� aÞEtn̂ntþ1 þ rzzt;
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after using the fact that Etztþ1 ¼ rzzt. The linearized labor supply condition and the

Euler condition (derived above) imply

1þ h
nss

l ss

� �� �
Etn̂ntþ1 ¼ Etŷytþ1 þ Etl̂ltþ1 ¼ Etŷytþ1 þ l̂lt � r̂rt:

Hence, Etŷytþ1 can be expressed as

Etŷytþ1 ¼ ak̂kt þ ð1� aÞEtn̂ntþ1 þ rzzt ¼ ak̂kt þ 1� a

1þ h nss

l ss

� �" #
ðEtŷytþ1 þ l̂lt � r̂rtÞ þ rzzt:

Solving for expected future output,

Etŷytþ1 ¼ a
1þ h nss

l ss

� �
aþ h nss

l ss

� �" #
k̂kt þ 1� a

aþ h nss

l ss

� � !
ðl̂lt � r̂rtÞ þ

1þ h nss

l ss

� �
aþ h nss

l ss

� �" #
rzzt:

Substituting this into the expression for the real rate of interest gives

ð1þ kÞr̂rt ¼ �kh
nss

l ss

� �
k̂kt þ kl̂lt þ k

1þ h nss

l ss

� �
1� a

� �
rzzt;

where

k1 a
yss

k ss

� �
1� a

aþ h nss

l ss

� � !
:

Money Holdings

The first-order condition for money holdings is

umðct;mt; 1� ntÞ
ucðct;mt; 1� ntÞ ¼ it

1þ it

� �
:

From the specification of the utility function, the left side can be approximated as

umðct;mt; 1� ntÞ
ucðct;mt; 1� ntÞ ¼ ð1� aÞm�b

t

ac�b
t

A
1� a

a

� �
mss

css

� ��b

ð1� bm̂mt þ bĉctÞ

¼ i ss

1þ i ss

� �
ð1� bm̂mt þ bĉctÞ:

Therefore,

i ss

1þ i ss

� �
ð1� bm̂mt þ bĉctÞA it

1þ it

� �
;

2.7 Appendix: Solving the MIU Model 83



or

�bm̂mt þ bĉctA
1þ i ss

i ss

� �
it

1þ it

� �
� 1:

But

1þ i ss

i ss

� �
it

1þ it

� �
� 1 ¼ itð1þ i ssÞ

i ssð1þ itÞ � 1;

so, ignoring second-order terms such as iti
ss,

itð1þ i ssÞ
i ssð1þ itÞ � 1A

it � i ss

i ss

� �
¼ 1

i ss

� �
{̂{t:

Therefore, the money demand equation is given by

m̂mt ¼ ĉct � 1

b

� �
1

i ss

� �
{̂{t: ð2:87Þ

Real Money Growth

Since yss ¼ p ss, one can approximate

mt ¼ 1þ yt

1þ pt

� �
mt�1

by

mt ¼ 1þ yt

1þ pt

� �
mt�1 ¼ 1þ yt

1þ pt

� �
1þ pss

1þ yss

� �
mt�1A

1þ ŷyt

1þ p̂pt

 !
mt�1;

or

mssð1þ m̂mtÞAð1þ ŷyt � p̂ptÞmssð1þ m̂mt�1Þ;
where ŷyt 1 yt � yss. Dividing both sides by mss and using (2.78) yields

m̂mtA ŷyt � p̂pt þ m̂mt�1 ¼ ut � p̂pt þ m̂mt�1:

Fisher Equation

The relationship between the nominal interest rate, the real interest rate, and

expected inflation is

1þ rt ¼ Et

1þ it

1þ ptþ1

� �
;
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or

rtA it � Etptþ1:

Subtracting steady-state values from both sides,

r̂rt ¼ {̂{t � Etp̂ptþ1:

2.7.2 Collecting All Equations

The linearized model consists of twelve equations to determine the exogenous distur-

bances ẑzt and ûut and the ten endogenous variables ŷyt, k̂kt, n̂nt, x̂xt, ĉct, l̂lt, r̂rt, {̂{t, p̂pt, m̂mt.

These twelve equations are:

zt ¼ rzzt�1 þ et

ut ¼ ruut�1 þ fzt�1 þ jt

ŷyt ¼ zt þ ak̂kt�1 þ ð1� aÞn̂nt

yss

k ss

� �
ŷyt ¼

css

k ss

� �
ĉct þ dx̂xt

k̂kt ¼ ð1� dÞk̂kt�1 þ dx̂xt

1þ h
nss

l ss

� �� �
n̂nt ¼ ŷyt þ l̂lt

ð1þ kÞr̂rt ¼ �kh
nss

l ss

� �
k̂kt þ kl̂lt þ k

1þ h nss

l ss

� �
1� a

� �
rzzt

l̂lt ¼ W1ĉct þW2m̂mt

m̂mt ¼ ĉct � 1

b

� �
1

i ss

� �
{̂{t

m̂mt ¼ ut � p̂pt þ m̂mt�1

l̂lt ¼ r̂rt þ Etl̂ltþ1

{̂{t ¼ r̂rt þ Etp̂ptþ1;

where k ¼ ð1� aÞaðyss=kssÞ=ðaþ hnss=l ssÞ, W1 ¼ bðg� 1Þ � gF, and W2 ¼
ðb�FÞð1� gÞ. Note that if b ¼ F so that W2 ¼ 0, the first eight equations can be

solved for the behavior of the real variables zt, ŷyt, k̂kt, n̂nt, x̂xt, ĉct, l̂lt, and r̂rt, and the

last four then determine ut, {̂{t, p̂pt, and m̂mt.
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2.7.3 Solving Linear Rational-Expectations Models with Forward-Looking Variables

This sections provides a brief overview of the approach used to solve linear rational-

expectations models numerically. The basic reference is Blanchard and Kahn (1980).

General discussions can be found in Farmer (1993, ch. 3) or the user’s guide in

Hoover, Hartley, and Salyer (1998). See also Turnovsky (1995); Wickens (2008,

app. 15.8); and Cochrane (2007).

Following the solutions methods of Blanchard and Kahn (1980), the basic specifi-

cation of a linear rational-expectations model can be written in the form

A1
Xtþ1

Etxtþ1

� �
¼ A2

Xt

xt

� �
þ ctþ1

0

� �
;

where X are predetermined variables (n1 in number) and x are nonpredetermined

(forward-looking) variables (n2 in number). Predetermined means that Xt is known

at time t and not jointly determined with xt, whereas xt are endogenously determined

at time t. Premultiplying both sides by A1 inverse, one obtains

Xtþ1

Etxtþ1

� �
¼ A

Xt

xt

� �
þ A�1

1

ctþ1

0

� �
;

where A ¼ A�1
1 A2. R. King and Watson (1998) consider the case in which A1 is

singular.

Blanchard and Kahn showed that the number of eigenvalues of A that are outside

the unit circle must equal the number of forward-looking variables. Decompose A as

Q�1LQ, where L is a diagonal matrix of the eigenvalues of A, and Q is the corre-

sponding matrix of eigenvectors, and order L so that l1 is the smallest and ln1þn2 is

the largest eigenvalue. Then, the Blanchard and Kahn conditions require that the

first n1 eigenvalues must be inside the unit circle and the last n2 must be outside the

unit circle if the system is to have a unique stationary rational-expectations equilib-

rium. If there are fewer than n2 eigenvalues outside the unit circle, multiple equilibria

exist, and the system is said to be characterized by indeterminacy. If there are too

many eigenvalues outside the unit circle, then no solution exists.

If a unique equilibrium exists, then the solution takes the form

Xtþ1 ¼ MXt þNctþ1

and

xt ¼ CXt:

Further details on solving the linearized forward-looking rational-expectations

model of this chapter can be found at hhttp://people.ucsc.edu/~walshc/mtp3ei.

86 2 Money-in-the-Utility Function

hhttp://people.ucsc.edu/~walshc/mtp3ei


Matlab Programs

Matlab code is available at hhttp://people.ucsc.edu/~walshc/mtp3ei to solve the

MIU model. Programs are provided to use with (1) Harald Uhlig’s tool kit (Uhlig

1999), (2) a modification of Paul Söderlind’s programs for optimal policy based on

the Blanchard-Kahn approach (Söderlind 1999), (3) Dynare (hhttp://www.cepremap

.cnrs.fr/dynare/i), a suite of programs set up to solve linear models but also to derive

second-order approximations to nonlinear models, and (4) an approach based on a

linear regulator problem (Gerali and Lippi 2003).

2.8 Problems

1. The MIU model of section 2.2 implied that the marginal rate of substitution be-

tween money and consumption was set equal to it=ð1þ itÞ (see (2.12)). That model

assumed that agents entered period t with resources ot and used those to purchase

capital, consumption, nominal bonds, and money. The real value of these money

holdings yielded utility in period t. Assume instead that money holdings chosen in

period t do not yield utility until period tþ 1. Utility is
P

b iUðctþi;Mtþi=PtþiÞ as be-
fore, but the budget constraint takes the form

ot ¼ ct þMtþ1

Pt

þ bt þ kt;

and the household chooses ct, kt, bt, and Mtþ1 in period t. The household’s real

wealth ot is given by

ot ¼ f ðkt�1Þ þ ð1� dÞkt�1 þ ð1þ rt�1Þbt�1 þmt:

Derive the first-order condition for the household’s choice of Mtþ1 and show that

Umðctþ1;mtþ1Þ
Ucðctþ1;mtþ1Þ ¼ it:

(Suggested by Kevin Salyer.)

2. (Carlstrom and Fuerst 2001) Assume that the representative household’s utility

depends on consumption and the level of real money balances available for spending

on consumption. Let At=Pt be the real stock of money that enters the utility function.

If capital is ignored, the household’s objective is to maximize
P

b iUðctþi;Atþi=PtþiÞ
subject to the budget constraint

Yt þMt�1

Pt

þ tt þ ð1þ it�1ÞBt�1

Pt

¼ Ct þMt

Pt

þ Bt

Pt

;
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where income Yt is treated as an exogenous process. Assume that the stock of

money that yields utility is the real value of money holdings after bonds have been

purchased but before income has been received or consumption goods have been

purchased:

At

Pt

¼ Mt�1

Pt

þ tt þ ð1þ it�1ÞBt�1

Pt

� Bt

Pt

:

a. Derive the first-order conditions for Bt and for At.

b. How do these conditions di¤er from those obtained in the text?

3. Suppose W ¼P b tðln ct þmte
�gmtÞ, g > 0, and b ¼ 0:95. Assume that the pro-

duction function is f ðktÞ ¼ k0:5
t and d ¼ 0:02. What rate of inflation maximizes

steady-state welfare? How do real money balances at the welfare-maximizing rate of

inflation depend on g?

4. Suppose that the utility function (2.64) is replaced by

uðct;mt; ltÞ ¼ 1

1�F

� �
f½ac1�b

t þ ð1� aÞm1�b
t �1=ð1�bÞ

l
1�h
t g1�F:

a. Derive the first-order conditions for the household’s optimal money holdings.

b. Show how (2.70) and (2.71) are altered with this specification of the utility

function.

5. Suppose the utility function (2.64) is replaced by

uðct;mt; 1� ntÞ ¼ ½aC1�b
t þ ð1� aÞm1�b

t �ð1�FÞ=ð1�bÞ

1�F

ð1� ntÞ1�h

1� h

" #
:

a. Derive the first-order conditions for the household’s optimal money holdings.

b. Show how (2.70) and (2.71) are altered with this specification of the utility

function.

6. Suppose a nominal interest rate of im is paid on money balances. These payments

are financed by a combination of lump-sum taxes and printing money. Let a be the

fraction financed by lump-sum taxes. The government’s budget identity is tt þ vt ¼
immt, with tt ¼ aimmt and v ¼ ymt. Using Sidrauski’s model, do the following:

a. Show that the ratio of the marginal utility of money to the marginal utility of con-

sumption depends on rþ p� im ¼ i � im. Explain why.

b. Show how i � im is a¤ected by the method used to finance the interest payments

on money. Explain the economics behind your result.

7. Suppose the representative agent does not treat tt as a lump-sum transfer but in-

stead assumes the transfer will be proportional to her own holdings of money (since
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in equilibrium, t ¼ ym). Solve for the agent’s demand for money. What is the welfare

cost of inflation?

8. Suppose money is a productive input into production so that the aggregate pro-

duction function becomes y ¼ f ðk;mÞ. Incorporate this modification into the model

of section 2.2. Is money still superneutral? Explain.

9. Consider the following two alternative specifications for the demand for money

given by (2.37) and (2.38).

a. Using (2.37), calculate the welfare cost as a function of h.

b. Using (2.38), calculate the welfare cost as a function of x.

10. In Sidrauski’s MIU model augmented to include a variable labor supply, money

is superneutral if the representative agent’s preferences are given byX
b iuðctþi;mtþi; ltþiÞ ¼

X
b iðctþimtþiÞbl dtþi

but not if they are given byX
b iuðctþi;mtþi; ltþiÞ ¼

X
b iðctþi þ kmtþiÞbl dtþi:

Discuss. (Assume output depends on capital and labor and the aggregate production

function is Cobb-Douglas.)

11. In the limiting case with F ¼ b ¼ 1, preferences over consumption and money

holdings are log linear (u ¼ a ln ct þ ð1� aÞ ln mt þCl
1�h
t =ð1� hÞ). S. Fischer

(1979b) showed that the transition paths are independent of the money supply in

this case since the marginal rate of substitution between leisure and consumption is

independent of real money balances. Write down the equilibrium conditions for this

case, and show that the model dichotomizes into a real sector that determines output,

consumption, and investment, and a monetary sector that determines the price level

and the nominal interest rate.

12. For the model of section 2.5, is the response of output and employment to ut
increasing or decreasing in b? Explain. (Use the programs available at hhttp://people
.ucsc.edu/~walshc/mtp3ei to answer this question.)

13. For the model of section 2.5, is the response of output and employment to ut
increasing or decreasing in a? Explain. (Use the programs available at hhttp://people
.ucsc.edu/~walshc/mtp3ei to answer this question.)
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3 Money and Transactions

3.1 Introduction

The previous chapter introduced a role for money by assuming that individuals

derived utility directly from holding real money balances. Therefore, real money bal-

ances appeared in the utility function alongside consumption and leisure. Yet money

is usually thought of as yielding utility indirectly through use; it is valued because it is

useful in facilitating transactions to obtain the consumption goods that do directly

provide utility. As described by Clower (1967), goods buy money, and money buys

goods, but goods don’t buy goods. And because goods don’t buy goods, a monetary

medium of exchange that serves to aid the process of transacting will have value.

A medium of exchange that facilitates transactions yields utility indirectly by

allowing certain transactions to be made that would not otherwise occur or by reduc-

ing the costs associated with transactions. The demand for money is then determined

by the nature of the economy’s transactions technology. The first formal models of

money demand that emphasized the role of transaction costs were due to Baumol

(1952) and Tobin (1956).1 Niehans (1978) developed a systematic treatment of the

theory of money in which transaction costs play a critical role. These models were

partial equilibrium models, focusing on the demand for money as a function of

the nominal interest rate and income. In keeping with the approach used in examin-

ing money-in-the-utility (MIU) models, the focus in this chapter is on general equi-

librium models in which the demand for money arises from its use in carrying out

transactions.

The first models examined in this chapter are ones in which real resources and

money are used to produce transaction services, with these services being required

to purchase consumption goods. These real resources can take the form of either

time or goods. Most of this chapter, however, is devoted to the study of models that

1. Jovanovic (1982) and D. Romer (1986) embedded the Baumol-Tobin model in general equilibrium
frameworks.



impose a rigid restriction on the nature of transactions. Rather than allowing sub-

stitutability between time and money in carrying out transactions, cash-in-advance

(CIA) models simply require that money balances be held to finance certain types of

purchases; without money, these purchases cannot be made. CIA models, like MIU

models, assume that money is special; unlike other financial assets, it either yields di-

rect utility and therefore belongs in the utility function, or it has unique properties

that allow it to be used to facilitate transactions. This chapter concludes with a look

at some recent work based on search theory to explain how the nature of transac-

tions gives rise to money.

3.2 Resource Costs of Transacting

A direct approach to modeling the role of money in facilitating transactions is to

assume that the purchase of goods requires the input of transaction services. First a

model is considered in which theses services are produced using inputs of money and

time. Then an alternative approach is studied in which there are real resource costs in

terms of goods that are incurred in purchasing consumption goods. Larger holdings

of money allow the household to reduce the resource costs of producing transaction

services.

3.2.1 Shopping-Time Models

When transaction services are produced by time and money, the consumer must bal-

ance the opportunity cost of holding money against the value of leisure in deciding

how to combine time and money to purchase consumption goods. The production

technology used to produce transaction services determines how much time must be

spent ‘‘shopping’’ for given levels of consumption and money holdings. Higher levels

of money holdings reduce the time needed for shopping, thereby increasing the indi-

vidual agent’s leisure. When leisure enters the utility function of the representative

agent, shopping-time models provide a link between the MIU approach and models

of money that focus more explicitly on transaction services and money as a medium

of exchange.2

Suppose that purchasing consumption requires transaction services c, with units

chosen so that consumption of c requires transaction services c ¼ c. These transac-

tion services are produced with inputs of real cash balances m1M=P and shopping

time ns:

2. See Brock (1974) for an earlier use of a shopping-time model to motivate an MIU approach. The use of
a shopping-time approach to the study of the demand for money is presented in McCallum and Good-
friend (1987) and Croushore (1993).
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c ¼ cðm; nsÞ ¼ c; ð3:1Þ
where cm b 0, cns b 0 and cmm a 0, cnsn s a 0. This specification assumes that it

is the agent’s holdings of real money balances that produce transaction services; a

change in the price level requires a proportional change in nominal money holdings

to generate the same level of real consumption purchases, holding shopping time ns

constant. Rewriting (3.1) in terms of the shopping time required for given levels of

consumption and money holdings,

ns ¼ gðc;mÞ; gc > 0; gm a 0:

Household utility is assumed to depend on consumption and leisure: vðc; lÞ. Lei-
sure is equal to l ¼ 1� n� ns, where n is time spent in market employment and ns

is time spent shopping. Total time available is normalized to equal 1. With shopping

time ns an increasing function of consumption and a decreasing function of real

money holdings, time available for leisure is 1� n� gðc;mÞ. Now define a function

uðc;m; nÞ1 v½c; 1� n� gðc;mÞ�
that gives utility as a function of consumption, labor supply, and money holdings.

Thus, a simple shopping-time model can motivate the appearance of an MIU func-

tion and, more important, can help determine the properties of the partial derivatives

of the function u with respect to m. By placing restrictions on the partial derivatives

of the shopping time production function gðc;mÞ, one potentially can determine what

restrictions might be placed on the utility function uðc;m; nÞ. For example, if the

marginal productivity of money goes to zero for some finite level of real money bal-

ances m, that is, limm!m gm ¼ 0, then this property will carry over to um.

In the MIU model, higher expected inflation lowered money holdings, but the

e¤ect on leisure and consumption depended on the signs of ulm and ucm.3 The

shopping-time model implies that um ¼ �vlgm b 0, so

ucm ¼ ðvllgc � vclÞgm � vlgcm: ð3:2Þ
The sign of ucm will depend on such factors as the e¤ect of variations in leisure time

on the marginal utility of consumption (vcl) and the e¤ect of variations in consump-

tion on the marginal productivity of money in reducing shopping time ðgcmÞ. In the

benchmark MIU model, ucm was taken to be positive.4 Relating ucm to the partials

of the underlying utility function v and the transaction production function g can

3. This is a statement about the partial equilibrium e¤ect of inflation on the representative agent’s deci-
sion. In general equilibrium, consumption and leisure are independent of inflation in models that display
superneutrality.

4. This corresponded to b > F in the benchmark utility function used in chapter 2.
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suggest whether this assumption was reasonable. From (3.2), the assumption of

diminishing marginal utility of leisure ðvll a 0Þ and gm a 0 implies that vllgcgm b 0.

If greater consumption raises the marginal productivity of money in reducing shop-

ping time ðgcm a 0Þ, then �vlgcm b 0 as well. Wang and Yip (1992) characterized the

situation in which these two dominate, so that ucm b 0 as the transaction services ver-

sion of the MIU model. In this case, the MIU model implies that a rise in expected

inflation would lower m and uc, and this would lower consumption, labor supply,

and output (see section 2.3.2). The reduction in labor supply is reinforced by the

fact that ulm ¼ �vllgm < 0, so that the reduction in m raises the marginal utility of

leisure.5 If consumption and leisure are strong substitutes so that vcl a 0, then ucm
could be negative, a situation Wang and Yip described as corresponding to an asset

substitution model. With ucm < 0, a monetary injection that raises expected inflation

will increase consumption, labor supply, and output.

The household’s intertemporal problem analyzed in chapter 2 for the MIU model

can be easily modified to incorporate a shopping time role for money. The house-

hold’s objective is to maximize

Xy
i¼0

b iv½ctþi; 1� ntþi � gðctþi;mtþiÞ�; 0 < b < 1

subject to

f ðkt�1; ntÞ þ tt þ ð1� dÞkt�1 þ ð1þ it�1Þbt�1 þmt�1

1þ pt
¼ ct þ kt þ bt þmt; ð3:3Þ

where f is a standard neoclassical production function, k is the capital stock, d is

the depreciation rate, b and m are real bond and money holdings, and t is a real

lump-sum transfer from the government.6 Defining at ¼ tt þ ½ð1þ it�1Þbt�1 þmt�1�=
ð1þ ptÞ, the household’s decision problem can be written in terms of the value func-

tion Vðat; kt�1Þ:
Vðat; kt�1Þ ¼ maxfv½ct; 1� nt � gðct;mtÞ� þ bVðatþ1; ktÞg;
where the maximization is subject to the constraints f ðkt�1; ntÞ þ ð1� dÞkt�1 þ at
¼ ct þ kt þ bt þmt and atþ1 ¼ ttþ1 þ ½ð1þ itÞbt þmt�=ð1þ ptþ1Þ. Proceeding as in

chapter 2 by using these two constraints to eliminate kt and atþ1 from the expression

5. I thank Henrik Jensen for pointing this out.

6. Note that it is assumed that transaction services are needed only for the purchase of consumption goods
and not for the purchase of capital goods. In the next section, alternative treatments of investment and the
transaction technology are shown to have implications for the steady state.
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for the value function, the necessary first-order conditions for consumption, real

money holdings, real bond holdings, and labor supply are

vc � vlgc � bVkðatþ1; ktÞ ¼ 0 ð3:4Þ

�vlgm þ b
Vaðatþ1; ktÞ
1þ ptþ1

� bVkðatþ1; ktÞ ¼ 0 ð3:5Þ

�vl þ bVkðatþ1; ktÞ fnðkt�1; ntÞ ¼ 0 ð3:6Þ

b
1þ it

1þ ptþ1

� �
Vaðatþ1; ktÞ � bVkðatþ1; ktÞ ¼ 0; ð3:7Þ

and the envelope theorem yields

Vaðat; kt�1Þ ¼ bVkðatþ1; ktÞ ð3:8Þ
Vkðat; kt�1Þ ¼ bVkðatþ1; ktÞ½ fkðkt�1; ntÞ þ 1� d�: ð3:9Þ

Letting wt denote the marginal product of labor (i.e., wt ¼ fnðkt�1; ntÞ), (3.6) and
(3.8) yield vl ¼ wtVaðat; kt�1Þ. This implies that (3.4) can be written as

ucðct; ltÞ ¼ Vaðat; kt�1Þ½1þ wtgcðct;mtÞ�: ð3:10Þ
The marginal utility of consumption is set equal to the marginal utility of wealth,

Vaðat; kt�1Þ, plus the cost, in utility units, of the marginal time needed to purchase

consumption. Thus, the total cost of consumption includes the value of the shopping

time involved. A marginal increase in consumption requires an additional gc in shop-

ping time. The value of this time in terms of goods is obtained by multiplying gc by

the real wage w, and its value in terms of utility is Vaða; kÞwgc.
With gm a 0, vlgm ¼ Vawgm is the value in utility terms of the shopping time sav-

ings that results from additional holdings of real money balances. Equations (3.5)

and (3.8) imply that money will be held to the point where the marginal net benefit,

equal to the value of shopping time savings plus the discounted value of money’s

wealth value in the next period, or �vlgm þ bVaðatþ1; ktÞ=ð1þ ptþ1Þ, just equals the
net marginal utility of wealth. The first-order condition for optimal money holdings,

together with (3.7) and (3.8), implies

�vlgm ¼ bVkðatþ1; ktÞ � b
Vaðatþ1; ktÞ
1þ ptþ1

¼ Vaðat; kt�1Þ 1� b
Vaðatþ1; ktÞ=Vaðat; kt�1Þ

1þ ptþ1

� �
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¼ Vaðat; kt�1Þ 1� 1

1þ it

� �� �

¼ Vaðat; kt�1Þ it

1þ it

� �
; ð3:11Þ

where it is the nominal rate of interest and, using (3.7) and (3.8),7

Vaðatþ1; ktÞ
Vaðat; kt�1Þ ¼

1þ ptþ1

1þ it
:

Further insight can be gained by using (3.6) and (3.8) to note that (3.11) can also

be written as

�wtgm ¼ it

1þ it
: ð3:12Þ

The left side of this equation is the value of the transaction time saved by holding

additional real money balances. At the optimal level of money holdings, this is just

equal to the opportunity cost of holding money, i=ð1þ iÞ.
Since no social cost of producing money has been introduced, optimality would re-

quire that the private marginal product of money, gm, be driven to zero. Equation

(3.12) implies that gm ¼ 0 if and only if i ¼ 0; one thus obtains the standard result

for the optimal rate of inflation, as seen earlier in the MIU model.

The chief advantage of the shopping-time approach as a means of motivating

the presence of money in the utility function is its use in tying the partials of the

utility function with respect to money to the specification of the production function

relating money, shopping time, and consumption. But this representation of the

medium-of-exchange role of money is also clearly a shortcut. The transaction

services production function cðm; nsÞ is simply postulated; this approach does not

help to determine what constitutes money. Why, for example, do certain types of

green paper facilitate transactions (at least in the United States), whereas yellow

pieces of paper don’t? Section 3.4 reviews models based on search theory that at-

tempt to derive money demand from a more primitive specification of the transaction

process.

7. Note that (3.11) implies �vlgm=Va ¼ i=ð1þ iÞ. The left side is the value of the shopping-time savings
from holding additonal real money balances relative to the marginal utility of income. The right side is
the opportunity cost of holding money. This expression can be compared to the result from the MIU
model, which showed that the marginal utility of real balances relative to the marginal utility of income
would equal i=ð1þ iÞ. In the MIU model, however, the marginal utility of income and the marginal utility
of consumption were equal.
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3.2.2 Real Resource Costs

An alternative approach to the CIA or shopping-time models is to assume that trans-

action costs take the form of real resources that are used up in the process of ex-

change (Brock 1974; 1990). An increase in the volume of goods exchanged leads to

a rise in transaction costs, whereas higher average real money balances for a given

volume of transactions lower costs. In a shopping-time model, these costs are time

costs and so enter the utility function indirectly by a¤ecting the time available for

leisure.

If goods must be used up in transacting, the household’s budget constraint must be

modified, for example, by adding a transaction cost term 1ðc;mÞ that depends on the

volume of transactions (represented by c) and the level of money holdings. The bud-

get constraint (3.18) then becomes

f ðkt�1Þ þ ð1� dÞkt�1 þ tt þ ð1þ rt�1Þbt�1 þ mt�1

1þ pt
b ct þmt þ bt þ kt þ 1ðct;mtÞ:

Feenstra (1986) considered a variety of transaction costs formulations and showed

that they all lead to the presence of a function involving c and m appearing on the

right side of the budget constraint. He also showed that transaction costs satisfy the

following condition for all c;mb 0: 1 is twice continuously di¤erentiable and 1b 0;

1ð0;mÞ ¼ 0; 1c b 0; 1m a 0; 1cc;1mm b 0; 1cm a 0; and cþ 1ðc;mÞ is quasi-

convex, with expansion paths having a non-negative slope. These conditions all

have intuitive meaning: 1ð0;mÞ ¼ 0 means that the consumer bears no transaction

costs if consumption is zero. The sign restrictions on the partial derivatives reflect

the assumptions that transaction costs rise at an increasing rate as consumption

increases and that money has positive but diminishing marginal productivity in

reducing transaction costs. The assumption that 1cm a 0 means that the marginal

transaction costs of additional consumption do not increase with money holdings.

Expansion paths with non-negative slopes imply that cþ 1 increases with in-

come. Positive money holdings can be ensured by the additional assumption that

limm!0 1mðc;mÞ ¼ �y; that is, money is essential.

Now consider how the MIU approach compares to a transaction cost approach.

Suppose a function Wðx;mÞ has the following properties: for all x;mb 0; W is

twice continuously di¤erentiable and satisfies W b 0; Wð0;mÞ ¼ 0; Wðx;mÞ ! y
as x ! y for fixed m; Wm b 0; 0aWx a 1; Wxx a 0; Wmm a 0; Wxm b 0; W is

quasi-concave with Engel curves with a non-negative slope.

Now simplify by dropping capital and consider the following two static problems

representing simple transaction cost and MIU approaches:

max UðcÞ subject to cþ 1ðc;mÞ þ bþm ¼ y ð3:13Þ
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and

max Vðx;mÞ subject to xþ bþm ¼ y; ð3:14Þ
where Vðx;mÞ ¼ U ½Wðx;mÞ�. These two problems are equivalent if ðc�; b�;m�Þ
solves (3.13) if and only if ðx�; b�;m�Þ solves (3.14) with x� ¼ c� þ 1ðc�;m�Þ. Feen-
stra (1986) showed that equivalence holds if the functions 1ðc;mÞ and Wðx;mÞ sat-
isfy the stated conditions.

This ‘‘functional equivalence’’ (Wang and Yip 1992) between the transaction cost

and MIU approaches suggests that conclusions derived within one framework will

also hold under the alternative approach. However, this equivalence is obtained by

redefining variables. So, for example, the ‘‘consumption’’ variable x in the utility

function is equal to consumption inclusive of transaction costs (i.e., x ¼ cþ 1ðc;mÞ)
and is therefore not independent of money holdings. At the very least, the appropri-

ate definition of the consumption variable needs to be considered if one attempts to

use either framework to draw implications for actual macroeconomic time series.8

3.3 CIA Models

A direct approach to generating a role for money, proposed by Clower (1967) and

developed formally by Grandmont and Younes (1972) and Lucas (1980a), captures

the role of money as a medium of exchange by requiring explicitly that money be

used to purchase goods. Such a requirement can also be viewed as replacing the sub-

stitution possibilities between time and money highlighted in the shopping-time

model with a transaction technology in which shopping time is zero if M=Pb c and

infinite otherwise (McCallum 1990a). This specification can be represented by assum-

ing that the individual faces, in addition to a standard budget constraint, a cash-in-

advance (CIA) constraint.9

The exact form of the CIA constraint depends on which transactions or purchases

are subject to the CIA requirements. For example, both consumption goods and in-

vestment goods might be subject to the requirement. Or only consumption might be

subject to the constraint. Or only a subset of all consumption goods may require cash

for their purchase. The constraint will also depend on what constitutes cash. Can

bank deposits that earn interest, for example, also be used to carry out transactions?

The exact specification of the transactions subject to the CIA constraint can be

important.

8. When distortionary taxes are introduced, Mulligan and Sala-i-Martin (1997) showed the functional
equivalence between the two approaches can depend on whether money is required to pay taxes.

9. Boianovsky (2002) discussed the early use in the 1960s of a CIA constraint by the Brazilian economist
Mario Simonsen.
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Timing assumptions also are important in CIA models. In Lucas (1982), agents are

able to allocate their portfolios between cash and other assets at the start of each pe-

riod, after observing any current shocks but prior to purchasing goods. This timing is

often described by saying that the asset market opens first and then the goods market

opens. If there is a positive opportunity cost of holding money and the asset market

opens first, agents will only hold an amount of money that is just su‰cient to finance

their desired level of consumption. In Svensson (1985), the goods market opens first.

This implies that agents have available for spending only the cash carried over from

the previous period, and so cash balances must be chosen before agents know how

much spending they will wish to undertake. For example, if uncertainty is resolved

after money balances are chosen, an agent may find that he is holding cash balances

that are too low to finance his desired spending level. Or he may be left with more

cash than he needs, thereby forgoing interest income.

To understand the structure of CIA models, the next section reviews a simplified

version of a model due to Svensson (1985). The simplification involves eliminating

uncertainty. Once the basic framework has been reviewed, however, a stochastic

CIA model is considered as a means of studying the role of money in a dynamic sto-

chastic general equilibrium (DSGE) model in which business cycles are generated by

both real productivity shocks and shocks to the growth rate of money. Developing a

linearized version of the model will serve to illustrate how the CIA approach di¤ers

from the MIU approach discussed in chapter 2.

3.3.1 The Certainty Case

This section develops a simple cash-in-advance model. Issues arising in the presence

of uncertainty are postponed until section 3.3.2. The timing of transactions and mar-

kets follows Svensson (1985), although the alternative timing used by Lucas (1982) is

also discussed. After the model and its equilibrium conditions are set out, the steady

state is examined and the welfare costs of inflation in a CIA model are discussed.

The Model

Consider the following representative agent model. The agent’s objective is to chose

a path for consumption and asset holdings to maximize

Xy
t¼0

b tuðctÞ ð3:15Þ

for 0 < b < 1, where uð:Þ is bounded, continuously di¤erentiable, strictly increasing,

and strictly concave, and the maximization is subject to a sequence of CIA and bud-

get constraints. The agent enters the period with money holdings Mt�1 and receives a

lump-sum transfer Tt (in nominal terms). If goods markets open first, the CIA con-

straint takes the form
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Ptct aMt�1 þ Tt;

where c is real consumption, P is the aggregate price level, and T is the nominal

lump-sum transfer. In real terms,

ct a
Mt�1

Pt

þ Tt

Pt

¼ mt�1

1þ pt
þ tt; ð3:16Þ

where mt�1 ¼ Mt�1=Pt�1, pt ¼ ðPt=Pt�1Þ � 1 is the inflation rate, and tt ¼ Tt=Pt.

Note the timing: Mt�1 refers to nominal money balances chosen by the agent in pe-

riod t� 1 and carried into period t. The real value of these balances is determined by

the period t price level Pt. Since we have assumed away any uncertainty, the agent

knows Pt at the time Mt�1 is chosen. This specification of the CIA constraint assumes

that income from production during period t will not be available for consumption

purchases until period tþ 1.

The budget constraint, in nominal terms, is

Ptot 1Pt f ðkt�1Þ þ ð1� dÞPtkt�1 þMt�1 þ Tt þ ð1þ it�1ÞBt�1

bPtct þ Ptkt þMt þ Bt; ð3:17Þ
where ot is the agent’s time t real resources, consisting of income generated during

period t f ðkt�1Þ, the undepreciated capital stock ð1� dÞkt�1, money holdings, the

transfer from the government, and gross nominal interest earnings on the agent’s

t� 1 holdings of nominal one-period bonds, Bt�1. Physical capital depreciates at the

rate d. These resources are used to purchase consumption, capital, bonds, and nomi-

nal money holdings that are then carried into period tþ 1. Dividing through by the

time t price level, the budget constraint can be rewritten in real terms as

ot 1 f ðkt�1Þ þ ð1� dÞkt�1 þ tt þmt�1 þ ð1þ it�1Þbt�1

1þ pt
b ct þmt þ bt þ kt; ð3:18Þ

where m and b are real cash and bond holdings. Note that real resources available to

the representative agent in period tþ 1 are given by

otþ1 ¼ f ðktÞ þ ð1� dÞkt þ ttþ1 þmt þ ð1þ itÞbt
1þ ptþ1

: ð3:19Þ

The period t gross nominal interest rate 1þ it divided by 1þ ptþ1 is the gross real

rate of return from period t to tþ 1 and can be denoted by 1þ rt ¼ ð1þ itÞ=
ð1þ ptþ1Þ. With this notation, (3.19) can be written as

otþ1 ¼ f ðktÞ þ ð1� dÞkt þ ttþ1 þ ð1þ rtÞat � it

1þ ptþ1

� �
mt;
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where at 1mt þ bt is the agent’s holding of nominal financial assets (money and

bonds). This form highlights that there is a cost to holding money when the nominal

interest rate is positive. This cost is it=ð1þ ptþ1Þ; since this is the cost in terms of pe-

riod tþ 1 real resources, the discounted cost at time t of holding an additional unit of

money is it=ð1þ rtÞð1þ ptþ1Þ ¼ it=ð1þ itÞ. This is the same expression for the oppor-

tunity cost of money obtained in chapter 2 in an MIU model.

Equation (3.16) is based on the timing convention that goods markets open before

asset markets. The model of Lucas (1982) assumed the reverse, and individuals can

engage in asset transactions at the start of each period before the goods market has

opened. In the present model, this would mean that the agent enters period t with fi-

nancial wealth that can be used to purchase nominal bonds Bt or carried as cash into

the goods market to purchase consumption goods. The CIA constraint would then

take the form

ct a
mt�1

1þ pt
þ tt � bt: ð3:20Þ

In this case, the household is able to adjust its portfolio between money and bonds

before entering the goods market to purchase consumption goods.

To understand the implications of this alternative timing, suppose there is a posi-

tive opportunity cost of holding money. Then, if the asset market opens first, the

agent will only hold an amount of money that is just su‰cient to finance the desired

level of consumption. Since the opportunity cost of holding m is positive whenever

the nominal interest rate is greater than zero, (3.20) will always hold with equality

as long as the nominal rate of interest is positive. When uncertainty is introduced,

the CIA constraint may not bind when (3.16) is used and the goods market opens

before the asset market. For example, if period t 0s income is uncertain and is realized

after Mt�1 has been chosen, a bad income realization may cause the agent to reduce

consumption to a point where the CIA constraint is no longer binding. Or a distur-

bance that causes an unexpected price decline might, by increasing the real value of

the agent’s money holdings, result in a nonbinding constraint.10 Since a nonstochas-

tic environment holds in this section, the CIA constraint will bind under either timing

assumption if the opportunity cost of holding money is positive. For a complete dis-

cussion and comparison of alternative assumptions about the timing of the asset and

goods markets, see Salyer (1991). In the remainder of this chapter, we shall follow

Svensson (1985) in using (3.16) and assume that consumption in period t is limited

by the cash carried over from period t� 1 plus any net transfer.

10. Uncertainty may cause the CIA constraint to not bind, but it does not follow that the nominal interest
rate will be zero. If money is held, the constraint must be binding in some states of nature. The nominal
interest rate will equal the discounted expected value of money; see problem 4.
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The choice variables at time t are ct, mt, bt, and kt. An individual agent’s state at

time t can be characterized by her resources ot and her real cash holdings mt�1; both

are relevant because consumption choice is constrained by the agent’s resources and

by cash holdings. To analyze the agent’s decision problem, one can define the value

function

Vðot;mt�1Þ ¼ max
ct;kt;bt;mt

fuðctÞ þ bVðotþ1;mtÞg; ð3:21Þ

where the maximization is subject to the budget constraint (from 3.18)

ot b ct þmt þ bt þ kt; ð3:22Þ
the CIA constraint (3.16), and the definition of otþ1 given by (3.19). Using this ex-

pression for otþ1 in (3.21) and letting lt ðmtÞ denote the Lagrangian multiplier asso-

ciated with the budget constraint (the CIA constraint), the first-order necessary

conditions for the agent’s choice of consumption, capital, bond, and money holdings

take the form11

ucðctÞ � lt � mt ¼ 0 ð3:23Þ

b½ fkðktÞ þ 1� d�Voðotþ1;mtÞ � lt ¼ 0 ð3:24Þ
bð1þ rtÞVoðotþ1;mtÞ � lt ¼ 0 ð3:25Þ

b 1þ rt � it

1þ ptþ1

� �
Voðotþ1;mtÞ þ bVmðotþ1;mtÞ � lt ¼ 0: ð3:26Þ

From the envelope theorem,

Voðot;mt�1Þ ¼ lt ð3:27Þ

Vmðot;mt�1Þ ¼ 1

1þ pt

� �
mt: ð3:28Þ

From (3.27), lt is equal to the marginal utility of wealth. According to (3.23), the

marginal utility of consumption exceeds the marginal utility of wealth by the value of

liquidity services, mt. The individual must hold money in order to purchase consump-

tion, so the ‘‘cost,’’ to which the marginal utility of consumption is set equal, is the

marginal utility of wealth plus the cost of the liquidity services needed to finance the

transaction.12

11. The first-order necessary conditions also include the transversality conditions.

12. Equation (3.23) can be compared to (3.10) from the shopping-time model.
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In terms of l, (3.25) becomes

lt ¼ bð1þ rtÞltþ1; ð3:29Þ
which is a standard asset pricing equation and is a familiar condition from problems

involving intertemporal optimization. Along the optimal path, the marginal cost (in

terms of today’s utility) from reducing wealth slightly, lt, must equal the utility value

of carrying that wealth forward one period, earning a gross real return 1þ rt, where

tomorrow’s utility is discounted back to today at the rate b; that is, lt ¼ bð1þ rtÞltþ1

along the optimal path.

Using (3.27) and (3.28), the first-order condition (3.26) can be expressed as

lt ¼ b
ltþ1 þ mtþ1

1þ ptþ1

� �
: ð3:30Þ

Equation (3.30) can also be interpreted as an asset pricing equation for money. The

price of a unit of money in terms of goods is just 1=Pt at time t; its value in utility

terms is lt=Pt. Now, by dividing (3.30) through by Pt, it can be rewritten as lt=Pt ¼
bðltþ1=Ptþ1 þ mtþ1=Ptþ1Þ. Solving this equation forward13 implies that

lt

Pt

¼
Xy
i¼1

b i mtþi

Ptþi

� �
: ð3:31Þ

From (3.28), mtþi=Ptþi is equal to Vmðotþi;mtþi�1Þ=Ptþi�1. This last expression,

though, is just the partial of the value function with respect to time tþ i � 1 nominal

money balances:

qVðotþi;mtþi�1Þ
qMtþi�1

¼ Vmðotþi;mtþi�1Þ qmtþi�1

qMtþi�1

� �

¼ Vmðotþi;mtþi�1Þ
Ptþi�1

¼ mtþi

Ptþi

� �
:

This means (3.31) can be rewritten as

lt

Pt

¼
Xy
i¼1

b i qVðotþi;mtþi�1Þ
qMtþi�1

:

13. For references on solving di¤erence equations forward in the context of rational-expectations models,
see Blanchard and Kahn (1980) or McCallum (1989).
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In other words, the current value of money in terms of utility is equal to the present

value of the marginal utility of money in all future periods. Equation (3.31) is an

interesting result; it says that money is just like any other asset in the sense that its

value (i.e., its price today) can be thought of as equal to the present discounted value

of the stream of returns generated by the asset. In the case of money, these returns

take the form of liquidity services.14 If the CIA constraint were not binding, these

liquidity services would not have value ðm ¼ Vm ¼ 0Þ and neither would money. But

if the constraint is binding, then money has value because it yields valued liquidity

services.15

The result that the value of money, l=P, satisfies an asset pricing relationship is

not unique to the CIA approach. For example, a similar relationship is implied by

the MIU approach. The model employed in the analysis of the MIU approach (see

chapter 2) implied that

lt

Pt

¼ b
ltþ1

Ptþ1

� �
þ umðct;mtÞ

Pt

;

which can be solved forward to yield

lt

Pt

¼
Xy
i¼0

b i umðctþi;mtþiÞ
Ptþi

� �
:

Here, the marginal utility of money um plays a role exactly analogous to that played

by the Lagrangian on the CIA constraint m. The one di¤erence is that in the MIU

approach, mt yields utility at time t, whereas in the CIA approach, the value of

money accumulated at time t is measured by mtþ1 because the cash cannot be used

to purchase consumption goods until period tþ 1.16

An expression for the nominal rate of interest can be obtained by using

(3.29) and (3.30) to obtain lt ¼ bð1þ rtÞltþ1 ¼ bðltþ1 þ mtþ1Þ=ð1þ ptþ1Þ, or

ð1þ rtÞð1þ ptþ1Þltþ1 ¼ ðltþ1 þ mtþ1Þ. Since 1þ it ¼ ð1þ rtÞð1þ ptþ1Þ, the nominal

interest rate is given by

it ¼ ltþ1 þ mtþ1

ltþ1

� �
� 1 ¼ mtþ1

ltþ1
: ð3:32Þ

14. The parallel expression for the shopping-time model can be obtained from (3.5) and (3.8). See prob-
lem 2.

15. Bohn (1991b) analyzed the asset pricing implications of a CIA model. See also Salyer (1991).

16. Carlstrom and Fuerst (2001) argued that utility at time t should depend on money balances avail-
able for spending during period t, or Mt�1=Pt. This would make the timing more consistent with CIA
models. With this timing, mt is chosen at time t but yields utility at tþ 1. In this case, lt=Pt ¼Py

i¼1 b
i½umðctþi ;mtþiÞ=Ptþi�, and the timing is the same as in the CIA model.
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Thus, the nominal rate of interest is positive if and only if money yields liquidity

services ðmtþ1 > 0Þ. In particular, if the nominal interest rate is positive, the CIA con-

straint is binding ðm > 0Þ.
One can use the relationship between the nominal rate of interest and the Lagran-

gian multipliers to rewrite the expression for the marginal utility of consumption,

given in (3.23), as

uc ¼ lð1þ m=lÞ ¼ lð1þ iÞb l: ð3:33Þ
Since l represents the marginal value of income, the marginal utility of consumption

exceeds that of income whenever the nominal interest rate is positive. Even though

the economy’s technology allows output to be directly transformed into consump-

tion, the ‘‘price’’ of consumption is not equal to 1; it is 1þ i because the household

must hold money to finance consumption. Thus, in this CIA model, a positive nom-

inal interest rate acts as a tax on consumption; it raises the price of consumption

above its production cost.17

The CIA constraint holds with equality when the nominal rate of interest is posi-

tive, so ct ¼ Mt�1=Pt þ tt. Since the lump-sum monetary transfer tt is equal to

ðMt �Mt�1Þ=Pt, this implies that ct ¼ Mt=Pt ¼ mt. Consequently, the consumption

velocity of money is identically equal to 1 (velocity ¼ Ptct=Mt ¼ 1). Since actual

velocity varies over time, CIA models have been modified in ways that break this

tight link between c and m. One way to avoid this is to introduce uncertainty (see

Svensson 1985). If money balances have to be chosen prior to the resolution of un-

certainty, it may turn out after the realizations of shocks that the desired level of con-

sumption is less than the amount of real money balances being held. In this case,

some money balances will be unspent, and velocity can be less than 1. Velocity may

also vary if the CIA constraint only applies to a subset of consumption goods. Then

variations in the rate of inflation can lead to substitution between goods whose pur-

chase requires cash and those whose purchase does not (see problem 6 at the end of

this chapter).

The Steady State

In the steady state, (3.29) implies that ð1þ rssÞ ¼ 1=b, and i ¼ ð1þ pssÞ=b � 1A
1=b � 1þ pss. In addition, (3.24) gives the steady-state capital stock as the solution to

fkðkssÞ ¼ rss þ d ¼ 1

b
� 1þ d:

So this CIA model, like the Sidrauski MIU model, exhibits superneutrality. The

steady-state capital stock depends only on the time preference parameter b, the rate

17. In the shopping-time model, consumption is also taxed. See problem 3.
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of depreciation d, and the production function. It is independent of the rate of infla-

tion. Since steady-state consumption is equal to f ðkssÞ � dkss, it too is independent

of the rate of inflation.18

It has been shown that the marginal utility of consumption could be written as the

marginal utility of wealth ðlÞ times 1 plus the nominal rate of interest, reflecting the

opportunity cost of holding the money required to purchase goods for consumption.

Using (3.32), the ratio of the liquidity value of money, measured by the Lagrangian

multiplier m, to the marginal utility of consumption is

m

uc
¼ m

lð1þ iÞ ¼
i

1þ i
:

This expression is exactly parallel to the result in the MIU framework, where the

ratio of the marginal utility of money to the marginal utility of consumption was

equal to the nominal interest rate divided by 1 plus the nominal rate, that is, the re-

lative price of money in terms of consumption.

With the CIA constraint binding, real consumption is equal to real money bal-

ances. In the steady state, constant consumption implies that the stock of nominal

money balances and the price level must be changing at the same rate. Define y as

the growth rate of the nominal quantity of money (so that Tt ¼ yMt�1); then

p ss ¼ yss:

The steady-state inflation rate is, as usual, determined by the rate of growth of the

nominal money stock.

One di¤erence between the CIA model and the MIU model is that with css inde-

pendent of inflation and the cash-in-advance constraint binding, the fact that

css ¼ mss in the CIA model implies that steady-state money holdings are also inde-

pendent of inflation.

The Welfare Costs of Inflation

The CIA model, because it is based explicitly on behavioral relationships consistent

with utility maximization, can be used to assess the welfare costs of inflation and to

determine the optimal rate of inflation. The MIU approach had very strong implica-

tions for the optimal inflation rate. Steady-state utility of the representative house-

hold was maximized when the nominal rate of interest equaled zero. It has already

18. The expression for steady-state consumption can be obtained from (3.18) by noting that mt ¼ tt þ
mt�1=Pt and, with all households identical, b ¼ 0 in equilibrium. Then (3.18) reduces to

css þ k ss ¼ f ðk ssÞ þ ð1� dÞk ss;

or css ¼ f ðk ssÞ � dk ss.
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been suggested that this conclusion continues to hold when money produces transac-

tion services.

In the basic CIA model, however, there is no optimal rate of inflation that maxi-

mizes the steady-state welfare of the representative household. The reason follows

directly from the specification of utility as a function only of consumption and the

result that consumption is independent of the rate of inflation (superneutrality).

Steady-state welfare is equal to

Xy
t¼0

b tuðcssÞ ¼ uðcssÞ
1� b

and is invariant to the inflation rate. Comparing across steady states, any inflation

rate is as good as any other.19

This finding is not robust to modifications in the basic CIA model. In particular,

once the model is extended to incorporate a labor-leisure choice, consumption will

no longer be independent of the inflation rate, and there will be a well-defined opti-

mal rate of inflation. Because leisure can be ‘‘purchased’’ without the use of money

(i.e., leisure is not subject to the CIA constraint), variations in the rate of inflation

will a¤ect the marginal rate of substitution between consumption and leisure (see sec-

tion 3.3.2). With di¤erent inflation rates leading to di¤erent levels of steady-state

consumption and leisure, steady-state utility will be a function of inflation. This type

of substitution plays an important role in the model of Cooley and Hansen (1989),

discussed in the next section; in their model, inflation leads to an increased demand

for leisure and a reduction in labor supply. But before including a labor-leisure

choice, it will be useful to briefly review some other modifications of the basic CIA

model, modifications that will, in general, generate a unique optimal rate of inflation.

Cash and Credit Goods Lucas and Stokey (1983; 1987) introduced the idea that the

CIA constraint may only apply to a subset of consumption goods. They modeled this

by assuming that the representative agent’s utility function is defined over consump-

tion of two types of goods: ‘‘cash’’ goods and ‘‘credit’’ goods. In this case, paralleling

(3.23), the marginal utility of cash goods is equated to lþ mb l, and the marginal

utility of credit goods is equated to l. Hence, the CIA requirement for cash goods

drives a wedge between the marginal utilities of the two types of goods. It is exactly

as if the consumer faced a tax of m=l ¼ i on purchases of the cash good. Higher in-

flation, by raising the opportunity cost of holding cash, serves to raise the tax on cash

19. By contrast, the optimal rate of inflation was well defined even in the basic Sidrauski model that exhib-
ited superneutrality, since real money balances vary with inflation and directly a¤ect utility in an MIU
model.
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goods and generates a substitution away from the cash good and toward the credit

good. (See also Hartley 1988.)

The obvious di‰culty with this approach is that the classifications of goods into

cash and credit goods is exogenous. And it is common to assume a one-good technol-

ogy so that the goods are not di¤erentiated by any technological considerations. The

advantage of these models is that they can produce time variation in velocity. Recall

that in the basic CIA model, any equilibrium with a positive nominal rate of interest

is characterized by a binding CIA constraint, and this means that c ¼ m. With both

cash and credit goods, m will equal the consumption of cash goods, allowing the

ratio of total consumption to money holdings to vary with expected inflation.20

CIA and Investment Goods A second modification to the basic model involves

extending the CIA constraint to cover investment goods. In this case, the inflation

tax applies to both consumption and investment goods. Higher rates of inflation

will tend to discourage capital accumulation, and Stockman (1981) showed that

higher inflation would lower the steady-state capital-labor ratio (see also Abel 1985

and problem 9 at the end of this chapter).21

Implications for Optimal Inflation In CIA models, inflation acts as a tax on goods

or activities whose purchase requires cash. This tax then introduces a distortion by

creating a wedge between the marginal rates of transformation implied by the econ-

omy’s technology and the marginal rates of substitution faced by consumers. Since

the CIA model, like the MIU model, o¤ers no reason for such a distortion to be

introduced (there is no ine‰ciency that calls for Pigovian taxes or subsidies on par-

ticular activities, and the government’s revenue needs can be met through lump-sum

taxation), optimality calls for setting the inflation tax equal to zero. The inflation tax

is directly related to the nominal rate of interest; a zero inflation tax is achieved when

the nominal rate of interest is equal to zero.

3.3.2 A Stochastic CIA Model

While the models of Lucas (1982), Svensson (1985), and Lucas and Stokey (1987)

provide theoretical frameworks for assessing the role of inflation on asset prices and

interest rates, they do not provide any guide to the empirical magnitude of inflation

e¤ects or to the welfare costs of inflation. What one would like is a dynamic equilib-

rium model that could be simulated under alternative monetary policies—for exam-

ple, for alternative steady-state rates of inflation—in order to assess quantitatively

20. Woodford (1998) studied a model with a continuum of goods indexed by i A ½0; 1�. A fraction s,
0a sa 1, are cash goods. He then approximated a cashless economy by letting s ! 0.

21. Abel (1985) studied the dynamics of adjustment in a model in which the CIA constraint applies to
both consumption and investment.
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the e¤ects of inflation. Such an exercise was first conducted by Cooley and Hansen

(1989; 1991). Cooley and Hansen followed the basic framework of Lucas and Stokey

(1987). However, important aspects of their specification include (1) the introduction

of capital and, consequently, an investment decision; (2) the introduction of a labor-

leisure choice; and (3) the identification of consumption as the cash good and invest-

ment and leisure as credit goods.

Inflation represents a tax on the purchases of the cash good, and therefore higher

rates of inflation shift household demand away from the cash good and toward the

credit good. In Cooley and Hansen’s formulation, this implies that higher inflation

increases the demand for leisure. One e¤ect of higher inflation, then, is to reduce the

supply of labor. This then reduces output, consumption, investment, and the steady-

state capital stock.

Cooley and Hansen expressed welfare losses across steady states in terms of the

consumption increase (as a percentage of output) required to yield the same utility

as would arise if the CIA constraint were nonbinding.22 For a 10 percent inflation

rate, they reported a welfare cost of inflation of 0.387 percent of output if the CIA

constraint is assumed to apply at a quarterly time interval. Not surprisingly, if the

constraint binds only at a monthly time interval, the cost falls to 0.112 percent of

output. These costs are small. For much higher rates of inflation, they start to look

significant. For example, with a monthly time period for the CIA constraint, a 400

percent annual rate of inflation generates a welfare loss equal to 2.137 percent of out-

put. The welfare costs of inflation are discussed further in chapter 4.

The Basic Model

To model the behavior of the representative agent faced with uncertainty and a CIA

constraint, assume the agent’s objective is to maximize

Et

Xy
i¼0

b iuðctþi; 1� ntþiÞ ¼ E0

Xy
i¼0

b i c1�F
tþi

1�F
þC

ð1� ntþiÞ1�h

1� h

" #
; ð3:34Þ

with 0 < b < 1. Here ct is real consumption, and nt is labor supplied to market activ-

ities, expressed as a fraction of the total time available, so that 1� nt is equal to lei-

sure time.23 The parameters F, C, and h are restricted to be positive.

22. Refer to Cooley and Hansen (1989, sec. II) or Hansen and Prescott (Cooley 1995, ch. 2) for discus-
sions of the computational aspects of this exercise.

23. In order to allow for comparison between the MIU model developed earlier and a CIA model, the
preference function used earlier, (2.38) of chapter 2, is modified by setting a ¼ 1 and b ¼ 0 so that real
balances do not yield direct utility. The resulting utility function given in (3.34) di¤ers from Cooley and
Hansen’s specification; they assume that the preferences of the identical (ex ante) households are log-
separable in consumption and leisure, a case obtained when F ¼ h ¼ 1.
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Households supply labor and rent capital to firms that produce goods. The house-

hold enters each period with nominal money balances Mt�1 and receives a nominal

lump-sum transfer equal to Tt. In the aggregate, this transfer is related to the growth

rate of the nominal supply of money. Letting the stochastic variable yt denote the

rate of money growth (Mt ¼ ð1þ ytÞMt�1), the per capita transfer will equal ytMt�1.

At the start of period t, yt is known to all households. Households purchase bonds

Bt, and their remaining cash is available for purchasing consumption goods. Thus,

the timing has asset markets opening first, and the CIA constraint, which is taken to

apply only to the purchase of consumption goods, takes the form

Ptct aMt�1 þ Tt � Bt;

where Pt is the time t price level. Note that time t transfers are available to be spent

in period t. In real terms, the CIA constraint becomes

ct a
mt�1

1þ pt
þ tt � bt: ð3:35Þ

Here 1þ pt is equal to 1 plus the rate of inflation. The CIA constraint will always be

binding if the nominal interest rate is positive.24

In addition to the CIA constraint, the household faces a flow budget constraint in

nominal terms of the form

Mt ¼ Pt½Yt þ ð1� dÞKt�1 � Kt� þ ð1þ itÞBt þ ðMt�1 þ Tt � Ptct � BtÞ:
In real terms, this becomes

mt ¼ yt þ ð1� dÞkt�1 þ itbt � kt þ mt�1

1þ pt
þ tt � ct; ð3:36Þ

where 0a da 1 is the depreciation rate.

The individual’s decision problem is characterized by the value function

Vðkt�1; bt�1;mt�1Þ ¼ max
ct;nt;kt;bt;mt

c1�F
t

1�F
þC

ð1� ntÞ1�h

1� h
þ bEtVðkt; bt;mtÞ

" #
;

where the maximization is subject to the constraints (3.36) and (3.35).

The first-order conditions for the representative agent’s decision problem must be

satisfied in equilibrium. If lt is the Lagrangian multiplier on the budget constraint

and mt is the multiplier on the cash-in-advance constraint, then these first-order con-

ditions take the form

24. Previous editions followed Cooley and Hansen in assuming the goods market opened first. In this case,
the cash-in-advance constraint took the form Ptct aMt�1 þ Tt.
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c�F
t ¼ lt þ mt ð3:37Þ

Cð1� nÞ�h ¼ ð1� aÞ yt

nt

� �
lt ð3:38Þ

lt ¼ bEtð1þ rtÞltþ1 ð3:39Þ
itlt � mt ¼ 0 ð3:40Þ

lt ¼ bEt

ltþ1 þ mtþ1

1þ ptþ1

� �
; ð3:41Þ

where rt ¼ aðytþ1=ktÞ � d.

To complete the specification of the model, assume the economy’s technology is

given by a Cobb-Douglas constant-returns-to-scale production function, expressed

in per capita terms as

yt ¼ eztk a
t�1n

1�a
t ; ð3:42Þ

where 0a aa 1. The exogenous productivity shock zt is assumed to follow an

AR(1) process:

zt ¼ rzzt�1 þ et;

with 0a ra 1. The innovation et has mean zero and variance s2
e .

Finally, let ut ¼ yt � yss be the deviation of money growth from its steady-state av-

erage rate and assume

ut ¼ ruut�1 þ fzt�1 þ jt;

where jt is a white noise innovation with variance s2
j. This is the same process for the

nominal growth rate of money that was used in chapter 2.

The Steady State

Adopting the same parameter calibrations as those reported in section 2.5.4 for the

MIU model, the steady-state values of the ratios that were reported for the MIU

model are also the steady-state values for the CIA model (see the chapter appendix).

The Euler condition ensures 1þ rss ¼ 1=b, which then implies yss=kss ¼ ðrss þ dÞ=a
and, with investment in the steady state equal to dkss, css=kss ¼ ðyss=kssÞ � d. Even

though the method used to generate a demand for money has changed with the

move from the MIU model to the CIA model, the steady-state values of the output-

capital and consumption-capital ratios are unchanged. Note that none of these steady-

state ratios depends on the growth rate of the nominal money supply. The level of

real money balances in the steady state is then determined by the cash-in-advance
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constraint, which is binding as long as the nominal rate of interest is positive. Hence,

css ¼ mss=ð1þ pssÞ þ tss ¼ mss, so mss=kss ¼ css=kss.

The steady-state labor supply will depend on the money growth rate and therefore

on the rate of inflation. The appendix shows that nss satisfies

ð1� nssÞ�hðnssÞF ¼ 1� a

C

� �
b

1þ yss

� �
yss

k ss

� �ðF�aÞ=ð1�aÞ
css

k ss

� ��F

; ð3:43Þ

where y is the steady-state rate of money growth. Since the left side of this expression

is increasing in nss, a rise in yss, which implies a rise in the inflation rate, lowers the

steady-state labor supply. Higher inflation taxes consumption and causes households

to substitute toward more leisure. This is the source of the welfare cost of inflation in

this CIA model. The elasticity of labor supply with respect to the growth rate of

money is negative.

It is useful to note the similarity between the expression for steady-state labor sup-

ply in the CIA model and the corresponding expression (given in (2.77) in chapter 2)

that was obtained in the MIU model. With the MIU specification, faster money

growth had an ambiguous e¤ect on the supply of labor. With the calibrated values

of the parameters of the utility function used in chapter 2, money and consumption

were complements, so higher inflation, by reducing real money holdings, lowered the

marginal utility of consumption and also reduced the supply of labor.

Dynamics

The dynamic implications of the CIA model can be explored by obtaining a first-

order linear approximation around the steady state. The derivation of the approxi-

mation is contained in the chapter appendix. As in chapter 2, a variable x̂x denotes

the percentage deviation of x around the steady state.25 The CIA model can be

approximated around the steady state by the following nine linear equations:

ŷyt ¼ ak̂kt�1 þ ð1� aÞn̂nt þ zt ð3:44Þ

yss

k ss

� �
ŷyt ¼

css

k ss

� �
ĉct þ k̂kt � ð1� dÞk̂kt�1 ð3:45Þ

ŷyt þ l̂lt ¼ 1þ h
nss

1� nss

� �
n̂nt ð3:46Þ

r̂rt ¼ a
yss

k ss

� �
ðEt ŷytþ1 � k̂ktÞ ð3:47Þ

25. The exceptions again being that r̂r and {̂{ are expressed in percentage terms (e.g., r̂rt ¼ rt � rsst ).
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l̂lt ¼ r̂rt þ Etl̂ltþ1 ð3:48Þ
�Fĉct ¼ l̂lt þ {̂{t ð3:49Þ
l̂lt ¼ �FEtĉctþ1 � Etp̂ptþ1 ð3:50Þ
ĉct ¼ m̂mt ð3:51Þ
m̂mt ¼ m̂mt�1 � p̂pt þ ut: ð3:52Þ

Note that the first five equations (the production function, the resource constraint,

the labor-leisure condition, the marginal product of capital equation, and the Euler

condition) are identical to those found with the MIU approach. The critical di¤er-

ences between the two approaches appear in a comparison of (3.49), (3.50), and

(3.51) with (2.65) and (2.73) of chapter 2. In the MIU model, utility depended di-

rectly on money holdings, so (2.65) expressed the marginal utility of consumption in

terms of ĉct and m̂mt. In the CIA model, the marginal utility of income can di¤er from

the marginal utility of consumption; (3.50) reflects the fact that an extra dollar

of income received in period t cannot be spent on consumption until tþ 1. Equa-

tion (3.41) gives lt ¼ bEtðltþ1 þ mtþ1Þ=ð1þ ptþ1Þ.26 Since the marginal utility of

consumption c�F
t is equated to lt þ mt, this becomes lt ¼ bEtc

�F
tþ1=ð1þ ptþ1Þ ¼

bEtm
�F
tþ1=ð1þ ptþ1Þ. Linearizing this result produces (3.50). Equation (2.73) was the

MIU money demand condition derived from the first-order condition for the house-

hold’s holdings of real money balances. In the CIA model, (3.49) and (3.51) reflect

the presence of the nominal interest rate as a tax on consumption and the binding

cash-in-advance constraint in the CIA model. Finally, note that (3.48)–(3.50) can be

combined to yield the Fisher equation: {̂{t ¼ r̂rt þ Etp̂ptþ1.

Calibration and Simulations

In order to assess the e¤ects of money in this CIA model, values must be assigned

to the specific parameters; that is, the model must be calibrated. The steady state

depends on the values of a, b, d, h, C, and F. The baseline values reported in section

2.5.4 for the MIU model can be employed for the CIA model as well. This implies

that a ¼ 0:36, b ¼ 0:989, and d ¼ 0:019. Assuming h ¼ 1 implies that the utility is

log-linear in leisure. The value of C is then determined so that the steady-state value

of n is 0:31. For the baseline parameters, this yields C ¼ 1:34. To maintain compara-

bility with the MIU model, the utility function parameter F will be set equal to 2 for

the baseline solutions. The remaining parameters are set to the same values reported

in section 2.5.4.

26. Equation (3.30) is the corresponding equation for the nonstochastic CIA model of section 3.3.1.
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Recall that the MIU model displayed short-run dynamics in which the real vari-

ables such as output, consumption, capital stock, and employment were independent

of the nominal money supply process when utility was log-linear in consumption and

money balances.27 While m̂m does not directly enter the utility function in the CIA

model, note that in the case of log utility in consumption (that is, when F ¼ 1), the

short-run real dynamics in the CIA model are not independent of the process fol-

lowed by m̂m, as they were in the MIU model. Note that (3.46), (3.50), and (3.52)

imply, when F ¼ 1, that

l̂lt ¼ �Etðm̂mtþ1 þ p̂ptþ1Þ ¼ �ðm̂mt þ Etutþ1Þ ¼ 1þ h
nss

l ss

� �
n̂nt � ŷyt:

Thus, variations in the expected future growth rate of money, Etutþ1, force adjust-

ment to either ŷy, ĉc ðm̂mÞ, or n̂n (or all three). In particular, for given output and con-

sumption, higher expected money growth (and therefore higher expected inflation)

produces a fall in n̂nt. This is the e¤ect by which higher inflation reduces labor supply

and output.

The current growth rate of the nominal money stock, ut, and the current rate of

inflation, pt, only appear in the form ut � pt (see (3.52)). Hence, as in the MIU

model, unanticipated monetary shocks a¤ect only current inflation and have no real

e¤ects unless they alter expectations of future money growth (i.e., unless Etutþ1 is

a¤ected).

The response of money growth to productivity shocks has real e¤ects, and the

economy’s response to a productivity shock is decreasing in f. For example, when f

is negative, a positive productivity shock implies that money growth will decline in

the future. Consequently, expected inflation also declines. The resulting reduction in

the nominal interest rate lowers the e¤ective inflation tax on consumption and

increases labor supply. In contrast, when f is positive, a positive productivity shock

increases expected inflation and reduces labor supply. This tends to partially o¤set

the e¤ect of the productivity shock on output. Thus, output variability is less when

f is positive than when it is zero or negative. However, the e¤ects are small; as f

goes from �0:15 to 0 to 0:15, the standard deviation of output falls from 1:57 to

1:50 to 1:43.

The response of the nominal interest rate is shown in figure 3.1. As with the MIU

model, a positive money growth shock, by raising expected inflation when ru > 0,

raises the nominal rate of interest. Greater persistence of the money growth rate pro-

cess leads to larger movements in expected inflation in response to a monetary shock.

This, in turn, produces larger adjustments of labor supply and output. As illustrated

27. This was the case in which F ¼ b ¼ 1.
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in figure 3.2, a one-unit positive shock, by raising the expected rate of inflation and

thereby increasing the inflation tax on consumption, induces a substitution toward

leisure that lowers labor supply. When ru ¼ 0:75, employment falls by 7 percent.

Comparing this figure with figure 2.3 reveals that a money growth shock has a

much larger real impact in the CIA model than in the MIU model.

3.4 Search

Both the MIU and the CIA approaches are useful alternatives for introducing money

into a general equilibrium framework. However, neither approach is very specific

about the exact role played by money. MIU models assume that the direct utility

yielded by money proxies for the services money produces in facilitating transactions.

However, the nature of these transactions and, more important, the resource costs

they might involve, and how these costs might be reduced by holding money, are

not specified. Use of the CIA model is motivated by appealing to the idea that

some form of nominal asset is required to facilitate transactions. Yet the constraint

used is extreme, implying that there are no alternative means of carrying out certain

transactions. The CIA constraint is meant to capture the essential role of money as a

medium of exchange, but in this case one might wish to start from a specification of

Figure 3.1
Response of the nominal interest rate to a positive money growth shock.
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the transactions technology to understand why some commodities and assets serve as

money and others do not.

A number of papers have employed search theory to motivate the development of

media of exchange; this has been one of the most active areas of monetary theory

(examples include Jones 1976; Diamond 1983; Kiyotaki and Wright 1989; 1993;

Oh 1989; Trejos and Wright 1993; 1995; Ritter 1995; Shi 1995; Rupert, Schindler,

and Wright 2001; Lagos and Wright 2005; Rocheteau and Wright (2005); and the

papers in the May 2005 issue of the International Economic Review). In these models,

individual agents must exchange the goods they produce (or with which they are

endowed) for the goods they consume. During each period, individuals randomly

meet other agents; exchange takes place if it is mutually beneficial. In a barter econ-

omy, exchange is possible only if an agent holding good i and wishing to consume

good j (call this an ij agent) meets an individual holding good j who wishes to con-

sume good i (a ji agent). This requirement is known as the double coincident of wants

and limits the feasibility of direct barter exchange when production is highly special-

ized. Trade could occur if agent ij meets a ki agent for k0 j as long as exchange of

goods is costless and the probability of meeting a jk agent is the same as meeting a ji

agent. In this case, agent ij would be willing to exchange i for k (thereby becoming

an kj agent).

Figure 3.2
Response of output and employment to a positive money growth shock.
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In the basic Kiyotaki-Wright model, direct exchange of commodities is assumed to

be costly, but there exists a fiat money that can be traded costlessly for commodities.

The assumption that there exists money with certain exchange properties (costless

trade with commodities) serves a role similar to that of putting money directly into

the utility function in the MIU approach or specifying that money must be used in

certain types of transactions in the CIA approach.28 More recent work on search

and exchange assumes trading is anonymous so that credit is precluded—you will

not accept an IOU from a trading partner if you would be unable to identify or lo-

cate that person when you wish to collect.29 However, whether an agent will accept

money in exchange for goods will depend on the probability the agent places on

being able later to exchange money for a consumption good.

Suppose agents are endowed with a new good according to a Poisson process with

arrival rate a.30 Trading opportunities arrive at rate b. A successful trade can occur

if there is a double coincidence of wants. If x is the probability that another agent

chosen at random is willing to accept the trader’s commodity, the probability of a

double coincidence of wants is x2. A successful trade can also take place if there is a

single coincidence of wants (i.e., one of the agents has a good the other wants), if one

agent has money and the other agent is willing to accept it. That is, a trade can take

place when an ij agent meets a jk agent if the ij agent has money and the jk agent is

willing to accept it.

In this simple framework, agents can be in one of three states; an agent can be

waiting for a new endowment to arrive (state 0), have a good to trade and be waiting

to find a trading partner (state 1), or have money and be waiting for a trading oppor-

tunity (state m).

Three equilibria are possible. Suppose the probability of making a trade holding

money is less than the probability of making a trade holding a commodity. In this

case, individuals will prefer to hold on to their good when they meet another trader

(absent a double coincidence) rather than trade for money. With no one willing to

trade for money, money will be valueless in equilibrium. A second equilibrium arises

when holding money makes a successful trade more likely than continuing to hold

a commodity. So every agent will be willing to hold money, and in equilibrium all

agents will be willing to accept money in exchange for goods. A mixed monetary

28. In an early analysis, Alchian (1977) attempted to explain why there might exist a commodity with the
types of exchange properties assumed in the new search literature. He stressed the role of information and
the costs of assessing quality. Any commodity whose quality can be assessed at low cost can facilitate the
acquisition of information about other goods by serving as a medium of exchange.

29. Anonymity is treated as given, and the role of third parties, such as credit card companies and banks,
that solve this problem in monetary economies are precluded by assumption.

30. In Kiyotaki and Wright (1993), this is interpreted as a production technology.
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equilibrium can also exist; agents accept money with some probability as long as they

believe other agents will accept it with the same probability.

The Kiyotaki-Wright model emphasized the exchange process and the possibility

for an intrinsically valueless money to be accepted in trade. It did so, however, by

assuming a fixed rate of exchange—one unit of money is exchanged for one unit of

goods whenever a trade takes place. The value of money in terms of goods is either

0 (in a nonmonetary equilibrium) or 1. In the subsequent literature, however, the

goods price of money is determined endogenously as part of the equilibrium. For

example, in Trejos and Wright (1995), this price is the outcome of a bargaining

process between buyers and sellers who meet through a process similar to that in

Kiyotaki and Wright. However, Trejos and Wright assumed money is indivisible,

whereas goods are infinitely divisible (i.e., all trades involve one dollar, but the quan-

tity of goods exchanged for that dollar may vary). Shi (1997) extended the Kiyotaki-

Wright search model to include divisible goods and divisible money, and Shi (1999)

also analyzed inflation and its e¤ects on growth in a search model.

Lagos and Wright (2005) and Rocheteau and Wright (2005) are good examples of

search models and the insights about the costs of inflation that this literature has pro-

vided. Money is perfectly divisible and is the only storable good available to agents.

Assume each period is divided into subperiods, called day and night. Agents con-

sume and supply labor (produce) in both subperiods. The subperiods di¤er in terms

of their market structure. Night markets are centralized and competitive; day mar-

kets are decentralized and prices (and quantities) are set via bargaining between indi-

vidual agents in bilateral meetings.

The preferences of agents are identical and given by

U ¼ Uðx; h;X ;HÞ ¼ uðxÞ � cðhÞ þUðXÞ �H;

where x ðX Þ is consumption during the day (night), and h ðHÞ is labor supply during

the day (night). The utility functions u, c, and U have standard properties, and it is

assumed that there exist q� and X � such that u 0ðq�Þ ¼ c 0ðq�Þ and U 0ðX �Þ ¼ 1. Util-

ity is linear in night labor supply H. The technology allows one unit of H to be trans-

formed into one unit of X . Hence X � is the quantity of the night good such that

marginal utility equals marginal cost.

During the night, trading takes place in a centralized Walrasian market. Consider

the decision problem of an agent who enters the night market with nominal money

balances m. Let ft denote the price of money in terms of goods (i.e., the price level,

the price of goods in terms of money, is 1=ft). Let WtðmÞ be the value function for an

agent at the start of the night market with money holds m. Let Vtþ1ðm 0Þ be the value
function for the agent entering the day market (described later). Then the agent will

choose X , H, and m 0 to maximize
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UðXÞ �H þ bVtþ1ðm 0Þ
subject to a budget constraint of the form

ftmþH ¼ X þ ftm
0:

The left side of this equation represents the agent’s real money holdings on entering

the night market plus income generated from production. The right side is consump-

tion plus real balances carried into the next day market. Using the budget constraint,

the problem can be rewritten as

WtðmÞ ¼ max
X ;m 0

½UðX Þ þ ftm� X þ ftm
0 þ bVtþ1ðm 0Þ�: ð3:53Þ

The first-order conditions for an interior solution take the form31

U 0ðX Þ ¼ 1 ) X ¼ X � ð3:54Þ
and

ft þ bV 0
tþ1ðm 0Þ ¼ 0: ð3:55Þ

Equations (3.54) and (3.55) imply that X and m 0 are independent of m. This is a

consequence of the assumption that utility is linear in H. Intuitively, the marginal

value of accumulating an extra dollar in the centralized market is bV 0
tþ1ðm 0

tþ1Þ. The
marginal cost of acquiring an extra dollar is ft times the utility cost of the extra labor

needed to produce and sell more output. But the marginal disutility of work is a con-

stant (equal to 1). So the marginal costs of acquiring an extra dollar is just ft, which

is the same for all agents. But if all agents exit the night market holding the same

level of money balances, i.e, the same m 0, the distribution of money holdings across

agents at the start of each day will be degenerate. This is extremely useful in dealing

with a model in which agents may have di¤erent market experiences, as they will in

Lagos and Wright’s day market, while still preserving the idea of a representative

agent. Shi (1999) adopted the notion of a large family whose individual members

may have di¤erent experiences during each period but who reunite into a representa-

tive family at the end of each period. This approach, originally introduced by Lucas

(1990), is used in chapter 5 when discussing models that impose restrictions on access

by some agents to credit markets.

31. Because of the linearity of utility in H, Lagos and Wright (2005) needed to verify that H < H in equi-
lilbrium, where H is the maximum labor time an agent has available.
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A final result from (3.53) that will be useful is that W can be written as

WtðmÞ ¼ ftmþmax
X ;m 0

½UðXÞ � X þ ftm
0 þ bVtþ1ðm 0Þ�;

showing that W is linear in m.

The subperiods di¤er in the nature of the trading process that occurs in each. The

day good x comes in di¤erent varieties, and each agent consumes a di¤erent variety

than the one he produces. Hence, there is a motive for trade. As in the night market,

one unit of labor can be converted into one unit of the good. In the day market,

agents search for trading partners. With probability a, they meet another agent. One

of three possible outcomes can occur as a result of this meeting. First, each consumes

what the other produces. This corresponds to a double coincidence of wants; no

money or credit is necessary for a trade to occur. Assume the probability of a double

coincidence of wants is d. Second, there could be a single coincidence of wants; one

agent consumes what the other produces, but not vice versa. Assume the probability

of this occurring is 2s.32 Finally, neither agent consumes what the other produces, an

event that occurs with probability 1� d� 2s.

Recall that VtðmÞ is the value function for an agent with money holdings m who is

entering the decentralized day market, and WtðmÞ is the value function when enter-

ing the centralized night market. Let Ftð ~mmÞ be the fraction of agents at the beginning

of day t with ma ~mm. Then

VtðmÞ ¼ ad

ð
Btðm; ~mmÞ dFtð ~mmÞ

þ as

ð
fu½qtðm; ~mmÞ� þWt½m� dtðm; ~mmÞ�g dFtð ~mmÞ

þ as

ð
f�c½qtð ~mm;mÞ� þWt½mþ dtð ~mm;mÞ�g dFtð ~mmÞ

þ ð1� ad� 2asÞWtðmÞ; ð3:56Þ
where Btðm; ~mmÞ is the payo¤ to an agent holding m who meets an agent holding ~mm

when there is a double coincidence of wants. The four terms in VtðmÞ are (1) the

probability of a double coincidence times the expected payo¤; (2) the probability the

agent meets another agent with ~mm, there is a single coincidence of want, and dtðm; ~mmÞ
is exchanged for qtðm; ~mmÞ of the consumption good; (3) the probability of a single co-

32. For agents i and j, the probability that i consumes what j produces but not vice versa is s; the prob-
ability that j consumes what i produces but not vice versa is also s. Thus, the probability that a meeting
satisfies a single coincidence of wants is 2s.
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incidence meeting in which the agent produces qtð ~mm;mÞ and receives dtð ~mm;mÞ; and
(4) the probability that no meeting (or trade) occurs and the agent enters the night

market with m.

Because the day meetings each involve just two agents, the search literature has

generally assumed the price and quantity exchanged, qt and dt, are determined by

Nash bargaining between the agents. When a double coincidence of wants occurs,

the joint surplus is maximized when q� is exchanged, where

u 0ðq�Þ ¼ c 0ðq�Þ:
Hence, Btðm; ~mmÞ ¼ uðq�Þ � cðq�Þ þWtðmÞ.

When a single coincidence occurs, bargaining is more complicated. Let the buyer’s

share of the joint surplus from a bargain be y A ½0 1�. The threat point of a buyer is

WtðmÞ; that of the seller is Wtð ~mmÞ, where m and ~mm are the buyer’s and the seller’s

initial money holdings. The exchange of q for d units of money maximizes

½uðqÞ þWtðm� dÞ �WtðmÞ�y½�cðqÞ þWtðmþ dÞ �WtðmÞ�1�y; ð3:57Þ
subject to db 0, qb 0. Recall that WtðmÞ is linear in m. Hence, (3.57) can be rewrit-

ten as

½uðqÞ � ftd�y½�cðqÞ þ ftd�1�y: ð3:58Þ

If dam, money holdings are not a binding constraint, and the first-order conditions

with respect to d and q yield

�yft½uðqÞ � ftd��1 þ ð1� yÞft½�cðqÞ þ ftd� ¼ 0

yu 0ðqÞ½uðqÞ � ftd��1 � ð1� yÞc 0ðqÞ½�cðqÞ þ ftd� ¼ 0;

or

u 0ðqÞ ¼ c 0ðqÞ ) qt ¼ q�

ftd
� ¼ ycðq�Þ þ ð1� yÞuðq�Þ:

The monetary cost of q, d �, is a weighted average of the cost of producing it and the

value of consuming it, with weights reflecting the bargaining power of the buyer and

seller.

If d � > m, then the buyer does not have the cash necessary to purchase q�; in ef-

fect, the cash-in-advance constraint is binding. In this case, Lagos and Wright (2005)

showed, the seller receives all the buyer’s money, so
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ftdt ¼ ftm ¼ zðqtÞ; ð3:59Þ

where qt is the solution to the constrained Nash bargaining problem.33 The quantity

transacted and the price depend on the buyer’s money holdings but do not depend on

the seller’s; this quantity can be expressed as a function of m: qt ¼ qtðmÞ.
Lagos and Wright showed that m 0, the amount of money agents carry out of the

night market is less than d � whenever the inflation rate, ðft=ftþ1Þ � 1, exceeds b � 1.

Recall that an inflation rate of b � 1 corresponds to the Friedman rule of a zero

nominal interest rate. So, just as in the earlier CIA models, the cash-in-advance

constraint is binding when the nominal rate of interest is positive. Of course, the con-

straint only binds for agents who find buyers in single coincidence of wants meetings.

Sellers, or those in a double coincidence of wants meeting or in no meeting, exit the

period with unchanged money holdings.

Now consider the value to an agent of entering the day market with money hold-

ings m. This value arises from the e¤ects of m on price and quantity when the agent

is the buyer in a single coincidence of wants meeting. Since the probability that this

occurs is as, it can be expressed, using (3.56), as

vtðmÞ ¼ as

ð
fu½qtðmÞ� � ftdtðmÞg dFtð ~mmÞ:

The value of money is then given by the pricing equation

ft ¼ b½v 0tþ1ðMÞ þ ftþ1�; ð3:60Þ

where M is the aggregate nominal quantity of money. Because d 0
tþ1ðMÞ ¼ 1 (an in-

crease in the quantity of money increases the number of dollars needed to purchase

goods by the same amount),

v 0tþ1ðMÞ ¼ as½u 0½qtþ1ðMÞ�q 0
tþ1ðMÞ � ftþ1�:

Using this in (3.60),

ft ¼ basu 0½qtþ1�q 0
tþ1ðMÞ þ bð1� asÞftþ1: ð3:61Þ

33. q̂qðmÞ solves

ycðqÞu 0ðqÞ þ ð1� yÞuðqÞc 0ðqÞ
yu 0ðqÞ þ ð1� yÞc 0ðqÞ ¼ ftm:

See Lagos and Wright (2005) for details.
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The value of money is determined by the marginal utility of the goods the agent is

able to consume when faced with a single coincidence of wants trading opportunity.

If such meetings are uncommon (as is small), money will be less useful and therefore

less valuable. This implication of search models of money emphasizes the importance

of the trading environment for determining the value of money.

Equation (3.61) can be rewritten, using (3.59), as34

ft ¼ b as
u 0ðqtþ1Þ
z 0ðqtþ1Þ þ ð1� asÞ

� �
ftþ1:

Now consider a steady state in which the money stock grows at the rate t. The infla-

tion rate will also equal t: ðft=ftþ1Þ � 1 ¼ t. Thus,

ft ¼ b as
u 0ðqtþ1Þ
z 0ðqtþ1Þ þ ð1� asÞ

� �
ftþ1 ) 1 ¼ b as

u 0ðqÞ
z 0ðqÞ þ ð1� asÞ

� �
1

1þ t

� �
;

using (3.59). Solving for u 0=z 0,

u 0ðqÞ
z 0ðqÞ ¼

1þ t� bð1� asÞ
bas

¼ 1þ 1þ t� b

bas
:

The left side of this equation, u 0=z 0, is the marginal utility of consumption divided by

the marginal cost of the good. The right side is 1 plus a term that can be written as

b�1ð1þ tÞ � 1 divided by as. But since b�1 is the gross real interest rate, and t is the

inflation rate, b�1ð1þ tÞ � 1 is the nominal rate of interest, so

u 0ðqÞ
z 0ðqÞ ¼ 1þ i

as
: ð3:62Þ

This looks very similar to earlier results from a CIA model (see (3.33)). A positive

nominal interest rate acts as a tax on consumption. But this tax now also depends

on the nature of trading. An increase in the frequency of single coincidence of wants

meetings, by raising the usefulness of money, reduces the net cost of holding money.

While it is clear that the tax is zero if the Friedman rule of a zero nominal interest

rate is followed, Lagos and Wright showed that the equilibrium with i ¼ 0 is still not

fully e‰cient because of the trading frictions associated with bargaining in the decen-

tralized market. E‰ciency requires that all the surplus go to the buyer ðy ¼ 1Þ.35 In

standard models such as the MIU model in chapter 2, or the CIA model developed in

34. Equation (3.59) implies q 0 ¼ f=z 0.
35. This is essentially the Hosios (1990) condition for this model; since the quantity transacted is indepen-
dent of the seller’s money holdings, all the surplus is due to the buyer, so e‰ciency would require y ¼ 1.
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section 3.3, full e‰ciency is attained with i ¼ 0. Then, since i ¼ 0 maximizes welfare,

small deviations have small e¤ects on welfare (basically an application of the enve-

lope theorem). But if y < 1, the equilibrium with i ¼ 0 in the search model does not

fully maximize utility. Hence, small deviations from the Friedman rule can have first-

order e¤ects on welfare. By calibrating their model, Lagos and Wright found much

larger welfare costs of positive nominal interest rates than other authors had found.

The importance of the trading environment in determining the costs of inflation

was further explored by Rocheteau and Wright (2005). They compared welfare costs

in three settings: a search model similar to Lagos and Wright (2005), a competitive

market model, and a search model with posted prices (rather than the bilateral bar-

gaining of the basic search model). By allowing for endogenous determination of the

number of market participants, Rocheteau and Wright introduced an extensive mar-

gin (the e¤ects on the value of money as the number of traders varies) as well as an

intensive margin (the e¤ects for a given number of traders as individual agent’s

money holdings vary). The Friedman rule always ensures e‰ciency along the inten-

sive margin, but the extensive margin may still generate a source of ine‰ciency.

Interestingly, if the market makers in the competitive search version of the model in-

ternalize the e¤ects of the prices they post on the number of traders they attract, the

model endogenously ensures that the Hosios condition is satisfied and the equilib-

rium is fully e‰cient when the nominal rate of interest is zero. Lagos and Rocheteau

(2005) explored the interactions of the pricing mechanism (bilateral bargaining

versus posted pricing) and found that with directed search, inflation can increase

search intensities when inflation is low but reduce them when inflation is high. Thus,

at low inflation rates, an increase in inflation can raise output, but they showed

that this actually reduces welfare and that the Friedman rule supports the e‰cient

equilibrium.

The Lagos and Wright model has only one nominal asset—money. If an interest-

bearing nominal asset such as a bond were introduced into the analysis, it would

dominate money whenever the nominal interest rate is positive. To explain the simul-

taneous existence of interest-bearing nominal bonds and non-interest-bearing money,

Shi (2005) employed a model with a decentralized goods market and a centralized

bond market but in which there are assumed to be barriers to trading across markets.

Households can use either bonds or money in the goods market, but only money can

be used to purchase bonds. At the start of each period, the household must allocate

its money holdings between the two markets. Assume a fraction a is sent to the goods

market and 1� a to the bond market. Let om
t denote the value of money at the end

of period t. Then Shi showed that

om
t ¼ baaslm

tþ1 þ bom
tþ1;
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where b is the discount factor, a and s are the probability of meeting a potential trad-

ing partner and the probability that there is single coincidence of wants, and lm is the

Lagrangian multiplier on the constraint that the money payment from buyer to seller

in the goods market must be less than the buyer’s money holdings. Thus, aaslm
tþ1 is

the service value of money in facilitating a goods purchase. The current value of

money is equal to this service value plus the discounted future value of money.

Money that the household sends to the bond market cannot be used to purchase

current goods, nor can the newly purchased bonds be used to exchange for goods.

While bonds can, in future periods, be used to purchase goods, purchasing bonds ini-

tially entails a one-period loss of liquidity. Therefore, bonds must sell at a discount

relative to money; if S is the money price of a bond, S < 1. Shi demonstrated that

the nominal interest rate, ð1� SÞ=S, is given by

1� S

S
¼ aaslm

om ; ð3:63Þ

which is positive if lm is positive. This expression for the nominal interest rate can be

compared to (3.32) obtained in a basic cash-in-advance model. Similar to the result

in other models in the search literature, (3.63) reveals how the nature of transactions

in the decentralized market as reflected in the parameters a and s a¤ect the value of

money and the nominal interest rate.

In Shi’s basic model, old bonds and money can both circulate in the goods market

and be used in purchasing goods. Suppose, however, that the government also

engages as a seller in the goods market, and assume the government only accepts

money in payment for goods. Since there is a chance a household will encounter a

government seller in the decentralized market, and frictions are assumed to prevent

the household from locating another seller, there is a smaller probability of a success-

ful trade if the household carries only bonds into the goods market than if it carries

money. This di¤erence drives bonds out of the goods market, and Shi showed that

only money circulates as a means of payment.

The search-theoretic approach to monetary economics provides a natural frame-

work for addressing a number of issues. Ritter (1995) used it to examine the condi-

tions necessary for fiat money to arise, linking it to the credibility of the issuer.

Governments lacking credibility would be expected to overissue the currency to gain

seigniorage. In this case, agents would be unwilling to hold the fiat money. Soller and

Waller (2000) used a search-theoretic approach to study the coexistence of legal and

illegal currencies. By stressing the role of money in facilitating exchange, the search-

theoretic approach emphasizes the role of money as a medium of exchange. The

approach also emphasizes the social aspect of valued money; agents are willing to
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accept fiat money only in environments in which they expect others to accept such

money.36

3.5 Summary

The models studied in this chapter are among the basic frameworks monetary econ-

omists have found useful for understanding the steady-state implications of inflation

and the steady-state welfare implications of alternative rates of inflation. These mod-

els and those of chapter 2 assume prices are perfectly flexible, adjusting to ensure that

market equilibrium is continuously maintained. The MIU, CIA, shopping-time, and

search models all represent means of introducing valued money into a general equi-

librium framework. Each approach captures some aspects of the role that money

plays in facilitating transactions.

Despite the di¤erent approaches, several conclusions are common to all. First, be-

cause the price level is completely flexible, the value of money, equal to 1 over the

price of goods, behaves like an asset price.37 The return money yields, however, dif-

fers in the various approaches. In the MIU model, the marginal utility of money is

the direct return, whereas in the CIA model, this return is measured by the Lagran-

gian multiplier on the CIA constraint. In the shopping-time model, the return arises

from the time savings provided by money in carrying out transactions, and the value

of this time savings depends on the real wage. In search models it depends on the

probability of trading opportunities.

All these models have similar implications for the optimal rate of inflation. An ef-

ficient equilibrium will be characterized by equality between social and private costs.

Because the social cost of producing money is taken to be zero, the private opportu-

nity cost of holding money must be zero in order to achieve optimality. The private

opportunity cost is measured by the nominal interest rate, so the optimal rate of in-

flation in the steady state is the rate that achieves a zero nominal rate of interest.

While this result is quite general, two important considerations—the e¤ects of infla-

tion on government revenues and the interaction of inflation with other taxes in a

nonindexed tax system—have been ignored. These are among the topics of chapter 4.

3.6 Appendix: The CIA Approximation

The method used to obtain a linear approximation around the steady state for the

CIA model is discussed here. Since the approach is similar to the one followed for

36. Samuelson (1958) was one of the earliest modern treatments of money as a social construct.

37. Of course, this is clearly not the case in the search models that assume fixed prices.
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the MIU model, some details are skipped. The basic equations of the model are given

by (3.37)–(3.42).

3.6.1 The Steady State

The steady-state values of the ratios that were reported in section 2.5.4 for the MIU

model also characterize the steady state for the CIA model. See the appendix to

chapter 2 for details.

With a binding CIA constraint, css ¼ tss þmss=ð1þ p ssÞ, but in a steady state with

m constant, tss þmss=ð1þ pssÞ ¼ mss. Thus, css ¼ mss, and mss=css ¼ 1.

From the first-order condition for the household’s choice of n,

Cð1� nssÞ�h ¼ ð1� aÞ yss

nss

� �
lss; ð3:64Þ

and since yss=kss takes on the same values as in the MIU model (because the produc-

tion technology and the discount factor are identical), it only remains to determine

the marginal utility of income lss. From (3.37) and (3.40), ðcssÞ�F ¼ lss þ m ss ¼
lssð1þ i ssÞ. Using this relationship in (3.41) yields

lss ¼ b
lssð1þ i ssÞ
1þ yss

� �
) 1þ i ss ¼ 1þ yss

b
;

where yss ¼ pss. This is the steady-state version of the Fisher equation, and it means

one can write

lss ¼ ðcssÞ�F

1þ i ss
¼ bðcssÞ�F

1þ yss :

Combining this with (3.64) and multiplying and dividing appropriately by kss and

nss,

Cð1� nssÞ�h ¼ ð1� aÞ b

1þ yss

� �
yss

k ss

� �
css

k ss

� ��F
kss

nss

� �1�F

ðnssÞ�F:

The production function implies that nss=kss ¼ ðyss=kssÞ1=ð1�aÞ, so one obtains

ð1� nssÞ�hðnssÞF ¼ 1� a

C

� �
b

1þ y ss

� �
yss

k ss

� �ðF�aÞ=ð1�aÞ
css

k ss

� ��F

:

It is useful to note that the expressions for yss=kss, css=kss, rss, and nss=kss are iden-

tical to those obtained in the MIU model. Only the equation determining nss di¤ers

from the one found in chapter 2.
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3.6.2 The Linear Approximation

Expressions linear in the percentage deviations around the steady state can be ob-

tained for the economy’s production function, resource constraint, the definition of

the marginal product of capital, and the first-order conditions for consumption,

money holdings, and labor supply, as was done for the MIU model. The economy’s

production function, resource constraint, the definition of the marginal product of

capital, and the labor-leisure first-order condition are identical to those of the MIU

model,38 so they are simply stated here:

ŷyt ¼ ak̂kt�1 þ ð1� aÞn̂nt þ zt ð3:65Þ

k̂kt ¼ ð1� dÞk̂kt�1 þ yss

k ss

� �
ŷyt �

css

k ss

� �
ĉct ð3:66Þ

r̂rt ¼ a
yss

k ss

� �
ðEt ŷytþ1 � k̂ktÞ ð3:67Þ

1þ h
nss

l ss

� �
n̂nt ¼ ŷyt þ l̂lt: ð3:68Þ

Proceeding in exactly the same manner as was done for the MIU model, Etŷytþ1 is

eliminated from (3.67) to obtain

ð1þ kÞr̂rt ¼ �kh
nss

l ss

� �
k̂kt þ kl̂lt þ k

1þ h nss

l ss

� �
1� a

� �
rzzt; ð3:69Þ

where

k1 a
yss

k ss

� �
1� a

aþ h nss

l ss

� � !
:

From the CIA constraint, ct ¼ mt, so

ĉct ¼ m̂mt ð3:70Þ
in an equilibrium with a positive nominal rate of interest. Eliminating consumption

and noting that ltþ1 þ mtþ1 ¼ c�F
tþ1 ¼ m�F

tþ1, (3.41) implies

lt ¼ bEt

m�F
tþ1

1þ ptþ1

� �
;

38. See the chapter 2 appendix.
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and (3.37) and (3.40), together with the cash-in-advance constraint, imply

m�F
t ¼ ltð1þ itÞ:

Linearizing these last two equations, together with (3.38)–(3.40) around the steady

state, one obtains

l̂lt ¼ �Et½Fm̂mtþ1 þ p̂ptþ1�
¼ �Fðm̂mt þ ruut þ fztÞ � ð1�FÞEtp̂ptþ1 ð3:71Þ

l̂lt ¼ Etl̂ltþ1 þ r̂rt ð3:72Þ

{̂{t ¼ � 1

1þ i ss

� �
ðFm̂mt þ l̂ltÞ: ð3:73Þ

Notice that in (3.71), (3.52) has been used to replace Etm̂mtþ1 by m̂mt � Etp̂ptþ1 þ Etutþ1

¼ m̂mt � Etp̂ptþ1 þ ruut þ fzt.

Finally, introduce x̂xt as the percentage deviation of investment around the steady

state:

k̂kt ¼ ð1� dÞk̂kt�1 þ dx̂xt: ð3:74Þ
Collecting All Equations

To summarize, the linearized model consists of equations (3.65), (3.66), (3.68), (3.69),

(3.70), (3.71), (3.72), (3.73) and (3.74), together with the processes for the two exoge-

nous shocks and the equation governing the evolution of real money balances. The

resulting twelve equations solve for zt, ut, ŷyt, k̂kt, n̂nt, l̂lt, ĉct, x̂xt, m̂mt, r̂rt, {̂{t, and p̂pt. Col-

lecting all the equilibrium conditions together, they are

zt ¼ rzzt�1 þ et

ut ¼ ruut�1 þ fzt�1 þ jt

ŷyt ¼ ak̂kt�1 þ ð1� aÞn̂nt þ zt

yss

k ss

� �
ŷyt ¼

css

k ss

� �
ĉct þ dx̂xt

k̂kt ¼ ð1� dÞk̂kt�1 þ dx̂xt

1þ h
nss

l ss

� �� �
n̂nt ¼ ŷyt þ lt
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ð1þ kÞr̂rt ¼ �kh
nss

l ss

� �
k̂kt þ kl̂lt þ k

1þ h nss

l ss

� �
1� a

� �
rzzt

ĉct ¼ m̂mt

l̂lt ¼ �Fðm̂mt þ ruut þ fztÞ � ð1�FÞEtp̂ptþ1

{̂{t ¼ � 1

1þ i ss

� �
ðFm̂mt þ l̂ltÞ

m̂mt ¼ ut � p̂pt þ m̂mt�1

l̂lt ¼ r̂rt þ Etl̂ltþ1:

The Matlab program used to simulate this CIA model and additional details on the

derivation of the linearized model are available at hhttp://people.ucsc.edu/~walshc/
mtp3e/i.

3.7 Problems

1. Suppose the production function for shopping takes the form c ¼ c ¼ exðnsÞamb,

where a and b are both positive but less than 1, and x is a productivity factor. The

agent’s utility is given by vðc; lÞ ¼ c1�F=ð1�FÞ þ l1�h=ð1� hÞ, where l ¼ 1� n� ns

and n is time spent in market employment.

a. Derive the transaction time function gðc;mÞ ¼ ns.

b. Derive the money-in-the-utility function specification implied by the shopping

production function. How does the marginal utility of money depend on the param-

eters a and b? How does it depend on x?

c. Is the marginal utility of consumption increasing or decreasing in m?

2. Using (3.5) and (3.8), show that

Vaðat; kt�1Þ
Pt

¼ �
Xy
i�0

b i vlðatþi; ktþi�1Þgmðctþi;mtþiÞ
Ptþi

� �
:

Interpret this equation. How does it compare to (3.31)?

3. Show that for the shopping-time model of section 3.2.1, the tax on consumption is

given by

� it

1þ it

� �
gc

gm

� �
:
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(Recall that money reduced shopping time, so gm a 0.) Provide an intuitive interpre-

tation for this expression.

4. Use (3.40) and (3.41) to demonstrate that the Lagrangian multipliers lt and ltþ1

are linked by ð1þ itþ1Þ=ð1þ ptþ1Þ.
5. MIU and CIA models are alternative approaches to constructing models in which

money has positive value in equilibrium.

a. What strengths and weaknesses do you see in each of these approaches?

b. Suppose you wanted to study the e¤ects of the growth of credit cards on money

demand. Which approach would you adopt? Why?

6. Modify the basic model of section 3.3.1 by assuming utility depends on the con-

sumption of two goods, denoted Cm
t and Cc

t . Purchases of C
m
t are subject to a cash-

in-advance constraint; purchases of Cc
t are not. The two goods are produced by the

same technology: Cm
t þ Cc

t ¼ Yt ¼ f ðktÞ.
a. Write down the household’s decision problem.

b. Write down the first-order conditions for the household’s optimal choices for Cm
t

and Cc
t . How are these a¤ected by the cash-in-advance constraint?

c. Show that the nominal rate of interest acts as a tax on the consumption of Cm
t .

7. Assume the model of section 3.3.1 is modified so that only a fraction c of con-

sumption must be purchased using cash. In this case, the cash-in-advance constraint

takes the form

cct a
mt�1

1þ pt
þ tt; 0 < ca 1:

a. Write down the household’s decision problem.

b. Write down the household’s first-order conditions. How are these a¤ected by c?

c. If c were a choice variable of the household, would it ever choose c > 0?

8. Modify the model of section 3.3.1 so that only a fraction c of consumption is sub-

ject to the cash-in-advance constraint. How is the impact of a serially correlated

shock to the money growth rate on real output a¤ected by c? (Use the programs

available at hhttp://people.ucsc.edu/~walshc/mtp3ei to answer this question, and

compare the impulse response of output for c ¼ 0:25; 0:5; 0:75, and 1.)

9. Consider the model of section 3.3.1. Suppose that money is required to purchase

both consumption and investment goods. The CIA constraint then becomes ct þ xt a

mt�1=ð1þ ptÞ þ tt, where x is investment. Assume that the aggregate production

function takes the form yt ¼ eztk a
t�1n

1�a
t . Show that the steady-state capital-labor

ratio is a¤ected by the rate of inflation. Does a rise in inflation raise or lower the

steady-state capital-labor ratio? Explain.
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10. Consider the following model. Preferences are given by

Et

Xy
i¼0

b i½ln ctþi þ y ln dtþi�;

and the budget and CIA constraints take the form

ct þ dt þmt þ kt ¼ Aka
t�1 þ ð1� dÞkt�1 þ tt þ mt�1

1þ pt

ct a tt þ mt�1

1þ pt
;

where m denotes real money balances, and pt is the inflation rate from period t� 1

to period t. The two consumption goods, c and d, represent cash (c) and credit (d)

goods. The net transfer t is viewed as a lump-sum payment (or tax) by the

household.

a. Does this model exhibit superneutrality? Explain.

b. What is the rate of inflation that maximizes steady-state utility?

11. Consider the following model. Preferences are given by

Et

Xy
i¼0

b i½ln ctþi þ ln dtþi�;

and the budget constraint is

ct þ dt þmt þ kt ¼ Aka
t�1 þ tt þ mt�1

1þ pt
þ ð1� dÞkt�1;

where m denotes real money balances, and pt is the inflation rate from period t� 1 to

period t. Utility depends on the consumption of two types of good; c must be pur-

chased with cash, whereas d can be purchased using either cash or credit. The net

transfer t is viewed as a lump-sum payment (or tax) by the household. If a fraction

y of d is purchased using cash, then the household also faces a CIA constraint of the

form

ct þ ydt a
mt�1

1þ pt
þ tt:

What is the relationship between the nominal rate of interest and whether the CIA

constraint is binding? Explain. Will the household ever use cash to purchase d (i.e.,

will the optimal y ever be greater than zero)?
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12. Suppose the representative household enters period t with nominal money

balances Mt�1 and receives a lump-sum transfer Tt. During period t, the bond market

opens first, and the household receives interest payments and purchases nominal

bonds in the amount Bt. With its remaining money (Mt�1 þ Tt þ ð1þ it�1ÞBt�1 � Bt),

the household enters the goods market and purchases consumption goods subject to

Ptct aMt�1 þ Tt þ ð1þ it�1ÞBt�1 � Bt:

The household receives income at the end of the period and ends period t with nom-

inal money holdings Mt, given by

Mt ¼ Pte
ztK a

t�1N
1�a
t þ ð1� dÞPtKt�1 � PtKt þMt�1

þ Tt þ ð1þ it�1ÞBt�1 � Bt � Ptct:

If the household’s objective is to maximize

E0

Xy
i¼0

b iuðctþi; 1�NtþiÞ ¼ E0

Xy
i¼0

b i c1�F
tþi

1�F
þC

ð1�NtþiÞ1�h

1� h

" #
;

do the equilibrium conditions di¤er from (3.37)–(3.41)?

13. Trejos and Wright (1993) found that if no search is allowed while bargaining

takes place, output tends to be too low (the marginal utility of output exceeds the

marginal production costs). Show that output is also too low in a basic CIA model.

(For simplicity, assume that only labor is needed to produce output according to the

production function y ¼ n.) Does the same hold true in an MIU model?

14. For the bargaining problem of section 3.4, the buyer and seller exchange q for d,

where these two values maximize (3.57). Verify that when money holdings are not a

constraint

ftd
� ¼ ycðq�Þ þ ð1� yÞuðq�Þ:

15. Equation (3.62) shows how the nominal interest rate acts as a positive tax on

consumption. Discuss how this condition compares to (3.33) from the basic CIA

model. If the CIA model is interpreted as one in which trading takes place with

certainty and always involves a single coincidence of wants, can the CIA model be

viewed as a special case of the search model?
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4 Money and Public Finance

4.1 Introduction

Inflation is a tax. And as a tax, it both generates revenue for the government and

distorts private sector behavior. Chapters 2 and 3 focused on these distortions. In

the Sidrauski model, inflation distorts the demand for money, thereby generating

welfare e¤ects because real money holdings directly yield utility. In the cash-in-

advance model, inflation serves as an implicit tax on consumption, so a higher in-

flation rate generates a substitution toward leisure, leading to lower labor supply,

output, and consumption.

In the analysis of these distortions, the revenue side of the inflation tax was

ignored except to note that the Friedman rule for the optimal rate of inflation

may need to be modified if the government does not have lump-sum sources of

revenue available. Any change in inflation that a¤ects the revenue from the inflation

tax will have budgetary implications for the government. If higher inflation allows

other forms of distortionary taxation to be reduced, this fact must be incorporated

into any assessment of the costs of the inflation tax. This chapter introduces the gov-

ernment sector’s budget constraint and examines the revenue implications of infla-

tion. This allows a more explicit focus on the role of inflation in a theory of public

finance and draws on the literature on optimal taxation to analyze the e¤ects of

inflation.

A public finance approach yields several insights. Among the most important is

the recognition that fiscal and monetary policies are linked through the government

sector’s budget constraint. Variations in the inflation rate can have implications for

the fiscal authority’s decisions about expenditures and taxes, and, conversely, deci-

sions by the fiscal authority can have implications for money growth and inflation.

When inflation is viewed as a distortionary revenue-generating tax, the degree to

which it should be relied upon depends on the set of alternative taxes available

to the government and on the reasons individuals hold money. Whether the most



appropriate strategy is to think of money as entering the utility function as a final

good or as an intermediate input into the production of transaction services can

have implications for whether money should be taxed. The optimal tax perspective

also has empirical implications for inflation.

In the next section, the consolidated government’s budget identity is set out, and

some of the revenue implications of inflation are examined. Section 4.3 introduces

various assumptions that can be made about the relationship between monetary and

fiscal policies. Section 4.4 discusses situations of fiscal dominance in which a fixed

amount of revenue must be raised from the inflation tax. It then discusses the equi-

librium relationship between money and the price level. Section 4.5 turns to recent

theories that emphasize what has come to be called the fiscal theory of the price level.

In section 4.6, inflation revenue (seigniorage) and other taxes are brought together

to analyze the joint determination of the government’s tax instruments. This theme

is developed first in a partial equilibrium model, and then Friedman’s rule for the

optimal inflation rate is revisited. The implications of optimal Ramsey taxation for

inflation are discussed. Finally, section 4.6.4 contains a brief discussion of some ad-

ditional e¤ects that arise when the tax system is not fully indexed.

4.2 Budget Accounting

To obtain goods and services, governments in market economies need to gener-

ate revenue. And one way that they can obtain goods and services is to print

money that is then used to purchase resources from the private sector. However, to

understand the revenue implications of inflation (and the inflation implications of

the government’s revenue needs), one must start with the government’s budget

constraint.1

Consider the following identity for the fiscal branch of a government:

Gt þ it�1B
T
t�1 ¼ Tt þ ðBT

t � BT
t�1Þ þRCBt; ð4:1Þ

where all variables are in nominal terms. The left side consists of government expen-

ditures on goods, services, and transfers Gt, plus interest payments on the outstand-

ing debt it�1B
T
t�1 (the superscript T denoting total debt, assumed to be one period in

maturity, where debt issued in period t� 1 earns the nominal interest rate it�1), and

the right side consists of tax revenue Tt, plus new issues of interest-bearing debt

BT
t � BT

t�1, plus any direct receipts from the central bank RCBt. As an example of

RCB, the U.S. Federal Reserve turns over to the Treasury almost all the interest

1. Bohn (1992) provided a general discussion of government deficits and accounting.

136 4 Money and Public Finance



earnings on its portfolio of government debt.2 Equation (4.1) is referred to as the

Treasury’s budget constraint.

The monetary authority, or central bank, also has a budget identity that links

changes in its assets and liabilities. This takes the form

ðBM
t � BM

t�1Þ þRCBt ¼ it�1B
M
t�1 þ ðHt �Ht�1Þ; ð4:2Þ

where BM
t � BM

t�1 is equal to the central bank’s purchases of government debt,

it�1B
M
t�1 is the central bank’s receipt of interest payments from the Treasury, and

Ht �Ht�1 is the change in the central bank’s own liabilities. These liabilities are

called high-powered money, or sometimes the monetary base, because they form the

stock of currency held by the nonbank public plus bank reserves, and they represent

the reserves private banks can use to back deposits. Changes in the stock of high-

powered money lead to changes in broader measures of the money supply, measures

that normally include various types of bank deposits as well as currency held by the

public (see chapter 11).

By letting B ¼ BT � BM be the stock of government interest-bearing debt held by

the public, the budget identities of the Treasury and the central bank can be com-

bined to produce the consolidated government sector budget identity:

Gt þ it�1Bt�1 ¼ Tt þ ðBt � Bt�1Þ þ ðHt �Ht�1Þ: ð4:3Þ
From the perspective of the consolidated government sector, only debt held by the

public (i.e., outside the government sector) represents an interest-bearing liability.

According to (4.3), the dollar value of government purchases Gt, plus its payment

of interest on outstanding privately held debt it�1Bt�1, must be funded by revenue

that can be obtained from one of three alternative sources. First, Tt represents reve-

nues generated by taxes (other than inflation). Second, the government can obtain

funds by borrowing from the private sector. This borrowing is equal to the change

in the debt held by the private sector, Bt � Bt�1. Finally, the government can print

currency to pay for its expenditures, and this is represented by the change in the out-

standing stock of non-interest-bearing debt, Ht �Ht�1.

Equation (4.3) can be divided by the price level Pt to obtain

Gt

Pt

þ it�1
Bt�1

Pt

� �
¼ Tt

Pt

þ Bt � Bt�1

Pt

þHt �Ht�1

Pt

:

Note that terms like Bt�1=Pt can be multiplied and divided by Pt�1, yielding

2. In 2007 the Federal Reserve banks turned over $34.6 billion to the Treasury (93d Annual Report of the
Federal Reserve System 2007, 161). Klein and Neumann (1990) showed how the revenue generated by sei-
gniorage and the revenue received by the fiscal branch may di¤er.
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Bt�1

Pt

¼ Bt�1

Pt�1

� �
Pt�1

Pt

� �
¼ bt�1

1

1þ pt

� �
;

where bt�1 ¼ Bt�1=Pt�1 represents real debt and pt is the inflation rate.3 With the

convention that lowercase letters denote variables deflated by the price level, the gov-

ernment’s budget identity is

gt þ rt�1bt�1 ¼ tt þ ðbt � bt�1Þ þ ht � ht�1

ð1þ ptÞ ; ð4:4Þ

where rt�1 ¼ ½ð1þ it�1Þ=ð1þ ptÞ� � 1 is the ex post real return from t� 1 to t.

To highlight the respective roles of anticipated and unanticipated inflation, let rt be

the ex ante real rate of return and let pe
t be the expected rate of inflation; then

1þ it�1 ¼ ð1þ rt�1Þð1þ pe
t Þ. Adding ðrt�1 � rt�1Þbt�1 ¼ ðpt � pe

t Þð1þ rt�1Þbt�1=

ð1þ ptÞ to both sides of (4.4), and rearranging, the budget constraint becomes

gt þ rt�1bt�1 ¼ tt þ ðbt � bt�1Þ þ pt � pe
t

1þ pt

� �
ð1þ rt�1Þbt�1 þ ht � 1

1þ pt

� �
ht�1

� �
:

ð4:5Þ
The third term on the right side of this expression, involving ðpt � pe

t Þbt�1, repre-

sents the revenue generated when unanticipated inflation reduces the real value

of the government’s outstanding interest-bearing nominal debt. To the extent that

inflation is anticipated, this term will be zero; pe
t will be reflected in the nominal

interest rate that the government must pay. Inflation by itself does not reduce the

burden of the government’s interest-bearing debt; only unexpected inflation has

such an e¤ect.

The last bracketed term in (4.5) represents seigniorage, the revenue from money

creation. Seigniorage can be written as

st 1
Ht �Ht�1

Pt

¼ ðht � ht�1Þ þ pt

1þ pt

� �
ht�1: ð4:6Þ

Seigniorage arises from two sources. First, ht � ht�1 is equal to the change in real

high-powered money holdings. Since the government is the monopoly issuer of high-

powered money, an increase in the amount of high-powered money that the private

sector is willing to hold allows the government to obtain real resources in return. In a

steady-state equilibrium, h is constant, so this source of seigniorage then equals zero.

3. If one is dealing with a growing economy, it is appropriate to deflate nominal variables by the price
level and the level of output, i.e., by PtYt. If the growth rate of output is mt, then Bt�1=PtYt ¼
bt�1½1=ð1þ ptÞð1þ mtÞ�.
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The second term in (4.6) is normally the focus of analyses of seigniorage because it

can be nonzero even in the steady state. To maintain a constant level of real money

holdings, the private sector needs to increase its nominal holdings of money at the

rate p (approximately) to o¤set the e¤ects of inflation on real holdings. By supplying

money to meet this demand, the government is able to obtain goods and services or

reduce other taxes.

Denote the growth rate of the nominal monetary base H by y; the growth rate of h

will equal ðy� pÞ=ð1þ pÞAy� p.4 In a steady state, h will be constant, implying

that p ¼ y. In this case, (4.6) shows that seigniorage will equal

p

1þ p

� �
h ¼ y

1þ y

� �
h: ð4:7Þ

For small values of the rate of inflation, p=ð1þ pÞ is approximately equal to p, so s

can be thought of as the product of a tax rate of p, the rate of inflation, and a tax

base of h, the real stock of base money. Since base money does not pay interest, its

real value is depreciated by inflation whether or not inflation is anticipated.

The definition of s would appear to imply that the government receives no revenue

if inflation is zero. But this inference neglects the real interest savings to the govern-

ment of issuing h, which is non-interest-bearing debt, as opposed to b, which is

interest-bearing debt. That is, for a given level of the government’s total real liabil-

ities d ¼ bþ h, interest costs will be a decreasing function of the fraction of this total

that consists of h. A shift from interest-bearing to non-interest-bearing debt would

allow the government to reduce total tax revenues or increase transfers or purchases.

This observation suggests that one should consider the government’s budget con-

straint expressed in terms of the total liabilities of the government. Using (4.5) and

(4.6), the budget constraint can be rewritten as5

gt þ rt�1dt�1 ¼ tt þ ðdt � dt�1Þ þ pt � pe
t

1þ pt

� �
ð1þ rt�1Þdt�1 þ it�1

1þ pt

� �
ht�1: ð4:8Þ

Seigniorage, defined as the last term in (4.8), becomes

s ¼ i

1þ p

� �
h: ð4:9Þ

This shows that the relevant tax rate on high-powered money depends directly on

the nominal rate of interest. Thus, under the Friedman rule for the optimal rate of

4. Problem 1 at the end of this chapter deals with the case in which there is population and real per capita
income growth.

5. To obtain this, add rt�1ht�1 to both sides of (4.5).
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inflation, which calls for setting the nominal rate of interest equal to zero (see chap-

ters 2 and 3), the government collects no revenue from seigniorage. The budget

constraint also illustrates that any change in seigniorage requires an o¤setting adjust-

ment in the other components of (4.8). Reducing the nominal interest rate to

zero implies that the lost revenue must be replaced by an increase in other taxes,

real borrowing that increases the government’s net indebtedness, or reductions in

expenditures.

The various forms of the government’s budget identity suggest at least three alter-

native measures of the revenue from money creation. First, the measure that might

be viewed as appropriate from the perspective of the Treasury is simply RCB, total

transfers from the central bank to the Treasury (see 4.1). For the United States, R.

King and Plosser (1985) reported that the real value of these transfers amounted to

0.02% of real GNP during the 1929–1952 period and 0.15% of real GNP in the

1952–1982 period. Under this definition, shifts in the ownership of government debt

between the private sector and the central bank a¤ect the measure of seigniorage

even if high-powered money remains constant. That is, from (4.2), if the central

bank used interest receipts to purchase debt, BM would rise, RCB would fall, and

the Treasury would, from (4.1), need to raise other taxes, reduce expenditures, or

issue more debt. But this last option means that the Treasury could simply issue

debt equal to the increase in the central bank’s debt holdings, leaving private debt

holdings, government expenditures, and other taxes una¤ected. Thus, changes in

RCB do not represent real changes in the Treasury’s finances and are therefore not

the appropriate measure of seigniorage.

A second possible measure of seigniorage is given by (4.6), the real value of the

change in high-powered money. King and Plosser reported that s equaled 1.37 per-

cent of real GNP during 1929–1952 but only 0.3 percent during 1952–1982. This

measure of seigniorage equals the revenue from money creation for a given path of

interest-bearing government debt. That is, s equals the total expenditures that could

be funded, holding constant other tax revenues and the total private sector hold-

ings of interest-bearing government debt. While s, expressed as a fraction of GNP,

was quite small during the postwar period in the United States, King and Plosser

reported much higher values for other countries. For example, it was more than 6

percent of GNP in Argentina and over 2 percent in Italy.

Finally, (4.9) provides a third definition of seigniorage as the nominal interest sav-

ings from issuing non-interest-bearing as opposed to interest-bearing debt.6 Using

the four- to six-month commercial paper rate as a measure of the nominal interest

rate, King and Plosser reported that this measure of seigniorage equaled 0.2 percent

of U.S. GNP during 1929–1952 and 0.47 percent during 1952–1982. This third defi-

6. These are not the only three possible definitions. See King and Plosser (1985) for an additional three.
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nition equals the revenue from money creation for a given path of total (interest- and

non-interest-bearing) government debt; it equals the total expenditures that could be

funded, holding constant other tax revenues and the total private sector holdings of

real government liabilities.

The di¤erence between s and s arises from alternative definitions of fiscal policy.

To understand the e¤ects of monetary policy, one normally wants to consider

changes in monetary policy while holding fiscal policy constant. Suppose tax reve-

nues t are simply treated as lump-sum taxes. Then one definition of fiscal policy

would be in terms of a time series for government purchases and interest-bearing

debt: fgtþi; btþigyi¼0. Changes in s, together with the changes in t necessary to main-

tain fgtþi; btþigyi¼0 unchanged, would constitute monetary policy. Under this defini-

tion, monetary policy would change the total liabilities of the government (i.e.,

bþ h). An open market purchase by the central bank would, ceteris paribus, lower

the stock of interest-bearing debt held by the public. The Treasury would then need

to issue additional interest-bearing debt to keep the btþi sequence unchanged. Total

government liabilities would rise. Alternatively, under the definition s, fiscal policy

sets the path fgtþi; dtþigyi¼0 and monetary policy determines the division of d between

interest- and non-interest-bearing debt but not its total.

4.2.1 Intertemporal Budget Balance

The budget relationships derived in the previous section link the government’s

choices concerning expenditures, taxes, debt, and seigniorage at each point in time.

However, unless there are restrictions on the government’s ability to borrow or to

raise revenue from seigniorage, (4.8) places no direct constraint on expenditure or

tax choices. If governments, like individuals, are constrained in their ability to bor-

row, then this constraint limits the government’s choices. To see exactly how it does

so requires focusing on the intertemporal budget constraint of the government.

Ignoring the e¤ect of surprise inflation, the single-period budget identity of the

government given by (4.5) can be written as

gt þ rt�1bt�1 ¼ tt þ ðbt � bt�1Þ þ st:

Assuming the interest factor r is a constant (and is positive), this equation can be

solved forward to obtain

ð1þ rÞbt�1 þ
Xy
i¼0

gtþi

ð1þ rÞ i ¼
Xy
i¼0

ttþi

ð1þ rÞ i þ
Xy
i¼0

stþi

ð1þ rÞ i þ lim
i!y

btþi

ð1þ rÞ i : ð4:10Þ

The government’s expenditure and tax plans are said to satisfy the requirement of

intertemporal budget balance (the no Ponzi condition) if the last term in (4.10) equals

zero:
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lim
i!y

btþi

ð1þ rÞ i ¼ 0: ð4:11Þ

In this case, the right side of (4.10) becomes the present discounted value of all cur-

rent and future tax and seigniorage revenues, and this is equal to the left side, which

is the present discounted value of all current and future expenditures plus current

outstanding debt (principal plus interest). In other words, the government must plan

to raise su‰cient revenue, in present value terms, to repay its existing debt and fi-

nance its planned expenditures. Defining the primary deficit as D ¼ g� t� s, inter-

temporal budget balance implies, from (4.10), that

ð1þ rÞbt�1 ¼ �
Xy
i¼0

Dtþi

ð1þ rÞ i : ð4:12Þ

Thus, if the government has outstanding debt ðbt�1 > 0Þ, the present value of future

primary deficits must be negative (i.e., the government must run a primary surplus in

present value). This surplus can be generated through adjustments in expenditures,

taxes, or seigniorage.

Is (4.12) a constraint on the government? Must the government (the combined

monetary and fiscal authorities) pick expenditures, taxes, and seigniorage to ensure

that (4.12) holds for all possible values of the initial price level and interest rates? Or

is it an equilibrium condition that need only hold at the equilibrium price level and

interest rate? Buiter (2002) argued strongly that the intertemporal budget balance

condition represents a constraint on government behavior, and this is the perspec-

tive generally adopted here. However, Sims (1994), Woodford (1995; 2001a), and

Cochrane (1999) argued that (4.12) is an equilibrium condition; this alternative per-

spective is taken up in section 4.5.

4.3 Money and Fiscal Policy Frameworks

Most analyses of monetary phenomena and monetary policy assume, usually without

statement, that variations in the stock of money matter but that how a variation

occurs does not. The nominal money supply could change because of a shift from

tax-financed government expenditures to seigniorage-financed expenditures. Or it

could change as the result of an open market operation in which the central bank

purchases interest-bearing debt, financing the purchase by an increase in non-

interest-bearing debt, holding other taxes constant (see (4.2)). Because these two

means of increasing the money stock have di¤ering implications for taxes and the

stock of interest-bearing government debt, they may lead to di¤erent e¤ects on prices

and/or interest rates.
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The government sector’s budget constraint links monetary and fiscal policies in

ways that can matter for determining how a change in the money stock a¤ects the

equilibrium price level.7 The budget link also means that one needs to be precise

about defining monetary policy as distinct from fiscal policy. An open market pur-

chase increases the stock of money, but by reducing the interest-bearing government

debt held by the public, it has implications for the future stream of taxes needed to

finance the interest cost of the government’s debt. So an open market operation po-

tentially has a fiscal side to it, and this fact can lead to ambiguity in defining what

one means by a change in monetary policy, holding fiscal policy constant.

The literature in monetary economics has analyzed several alternative assumptions

about the relationship between monetary and fiscal policies. In most traditional anal-

yses, fiscal policy is assumed to adjust to ensure that the government’s intertemporal

budget is always in balance while monetary policy is free to set the nominal money

stock or the nominal rate of interest. This situation is described as one of monetary

dominance, or one in which fiscal policy is passive and monetary policy is active

(Leeper 1991). The models of chapters 2 and 3 implicitly fall into this category in

that fiscal policy was ignored and monetary policy determined the price level.

If fiscal policy a¤ects the real rate of interest, then the price level is not indepen-

dent of fiscal policy, even under regimes of monetary dominance. A balanced budget

increase in expenditures that raises the real interest rate raises the nominal interest

rate and lowers the real demand for money. Given an exogenous path for the nomi-

nal money supply, the price level must jump to reduce the real supply of money.

A second policy regime is one in which the fiscal authority sets its expenditure and

taxes without regard to any requirement of intertemporal budget balance. If the pres-

ent discounted value of these taxes is not su‰cient to finance expenditures (in present

value terms), seigniorage must adjust to ensure that the government’s intertemporal

budget constraint is satisfied. This regime is one of fiscal dominance (or active fiscal

policy) and passive monetary policy, as monetary policy must adjust to deliver the

level of seigniorage required to balance the government’s budget. Prices and inflation

are a¤ected by changes in fiscal policy because these fiscal changes, if they require a

change in seigniorage, alter the current and/or future money supply. Any regime in

which either taxes and/or seigniorage always adjust to ensure that the government’s

intertemporal budget constraint is satisfied is called a Ricardian regime (Sargent

1982). Regimes of fiscal dominance are analyzed in section 4.4.

A final regime leads to what has become known as the fiscal theory of the price

level (Sims 1994; Woodford 1995; 2001a; Cochrane 1999). In this regime, the govern-

ment’s intertemporal budget constraint may not be satisfied for arbitrary price levels.

7. See, for example, Sargent and Wallace (1981) and Wallace (1981). The importance of the budget con-
straint for the analysis of monetary topics is clearly illustrated in Sargent (1987).
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Following Woodford (1995), these regimes are described as non-Ricardian. The dis-

cussion of non-Ricardian regimes is postponed until section 4.5.

4.4 Deficits and Inflation

The intertemporal budget constraint implies that any government with a current out-

standing debt must run, in present value terms, future surpluses. One way to generate

a surplus is to increase revenues from seigniorage, and for that reason, economists

have been interested in the implications of budget deficits for future money growth.

Two questions have formed the focus of studies of deficits and inflation: First, do fis-

cal deficits necessarily imply that inflation will eventually occur? Second, if inflation

is not a necessary consequence of deficits, is it in fact a historical consequence?

The literature on the first question has focused on the implications for inflation if

the monetary authority must act to ensure that the government’s intertemporal bud-

get is balanced. This interpretation views fiscal policy as set independently, so that

the monetary authority is forced to generate enough seigniorage to satisfy the inter-

temporal budget balance condition.

From (4.12), the government’s intertemporal budget constraint takes the form

bt�1 ¼ �R�1
Xy
i¼0

R�iðgtþi � ttþi � stþiÞ;

where R ¼ 1þ r is the gross real interest rate, gt � tt � st is the primary deficit, and st
is real seigniorage revenue. Let s ft 1 tt � gt be the primary fiscal surplus (i.e., tax rev-

enues minus expenditures but excluding interest payments and seigniorage revenue).

Then the government’s budget constraint can be written as

bt�1 ¼ R�1
Xy
i¼0

R�is
f
tþi þ R�1

Xy
i¼0

R�istþi: ð4:13Þ

The current real liabilities of the government must be financed, in present value

terms, by either a fiscal primary surplus or seigniorage.

Given the real value of the government’s liabilities bt�1, (4.13) illustrates what

Sargent and Wallace (1981) described as ‘‘unpleasant monetarist arithmetic’’ in a re-

gime of fiscal dominance. If the present value of the fiscal primary surplus is reduced,

the present value of seigniorage must rise to maintain (4.13). Or, for a given present

value of s f , an attempt by the monetary authority to reduce inflation and seigniorage

today must lead to higher inflation and seigniorage in the future because the present

discounted value of seigniorage cannot be altered. The mechanism is straightforward;
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if current inflation tax revenues are lowered, the deficit grows and the stock of debt

rises. This implies an increase in the present discounted value of future tax revenues,

including revenues from seigniorage. If the fiscal authority does not adjust, the mon-

etary authority will be forced eventually to produce higher inflation.8

The literature on the second question—has inflation been a consequence of deficits

historically?—has focused on estimating empirically the e¤ects of deficits on money

growth. Joines (1985) found money growth in the United States to be positively re-

lated to major war spending but not to nonwar deficits. Grier and Neiman (1987)

summarized a number of earlier studies of the relationship between deficits and

money growth (and other measures of monetary policy) in the United States. That

the results are generally inconclusive is perhaps not surprising because the studies

they review were all based on postwar but pre-1980 data. Thus, the samples covered

periods in which there was relatively little deficit variation and in which much of the

existing variation arose from the endogenous response of deficits to the business cycle

as tax revenues varied procyclically.9 Grier and Neiman did find that the structural

(high-employment) deficit is a determinant of money growth. This finding is consis-

tent with that of R. King and Plosser (1985), who reported that the fiscal deficit does

help to predict future seigniorage for the United States. They interpreted this as

mixed evidence for fiscal dominance.

Demopoulos, Katsimbris, and Miller (1987) provided evidence on debt accommo-

dation for eight OECD countries. These authors estimated a variety of central bank

reaction functions (regression equations with alternative policy instruments on the

left-hand side) in which the government deficit is included as an explanatory variable.

For the post–Bretton Woods period, they found a range of outcomes, from no ac-

commodation by the Federal Reserve and the Bundesbank to significant accommo-

dation by the Bank of Italy and the Nederlandse Bank.

One objection to this empirical literature is that simple regressions of money

growth on deficits, or unrestricted VAR used to assess Granger causality (i.e.,

whether deficits contain any predictive information about future money growth),

ignore information about the long-run behavior of taxes, debt, and seigniorage that

is implied by intertemporal budget balance. Intertemporal budget balance implies a

cointegrating relationship between the primary deficit and the stock of debt. This link

between the components of the deficit and the stock of debt restricts the time series

8. In a regime of monetary dominance, the monetary authority can determine inflation and seigniorage;
the fiscal authority must then adjust either taxes or spending to ensure that (4.13) is satisfied.

9. For that reason, some of the studies cited by Grier and Neiman employed a measure of the high em-
ployment surplus (i.e., the surplus estimated to occur if the economy had been at full employment). Grier
and Neiman concluded, ‘‘The high employment deficit (surplus) seems to have a better ‘batting average’ ’’
(204).
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behavior of expenditures, taxes, and seigniorage, and this fact in turn implies that

empirical modeling of their behavior should be carried out within the framework of

a vector error correction model (VECM).10

Suppose Xt ¼ ðgt Tt bt�1Þ, where T ¼ tþ s is defined as total government

receipts from taxes and seigniorage. If the elements of X are nonstationary, intertem-

poral budget balance implies that the deficit inclusive of interest, or ð1 �1 rÞXt ¼
b 0Xt ¼ gt � Tt þ rbt�1, is stationary. Hence, b 0 ¼ ð1 �1 rÞ is a cointegrating vec-

tor for X . The appropriate specification of the time series process is then a VECM of

the form

CðLÞDXt ¼ �ab 0Xt þ et: ð4:14Þ
The presence of the deficit inclusive of interest, b 0Xt, ensures that the elements of X

cannot drift too far apart; doing so would violate intertemporal budget balance. A

number of authors have tested for cointegration to examine the sustainability of bud-

get policies (e.g., Trehan and Walsh 1988; 1991). However, Bohn (2007) argued that

time series tests based on cointegration relationships are not capable of rejecting

intertemporal budget balance.

Bohn (1991a) estimated a model of the form (4.14) using U.S. data from 1800 to

1988. Unfortunately for the purposes here, Bohn did not treat seigniorage separately,

and thus his results are not directly relevant for determining the e¤ects of spending or

tax shocks on the adjustment of seigniorage. He did find, however, that one-half to

two-thirds of deficits initiated by a tax revenue shock were eventually eliminated by

spending adjustments, and about one-third of spending shocks were essentially per-

manent and resulted in tax changes.

4.4.1 Ricardian and (Traditional) Non-Ricardian Fiscal Policies

Changes in the nominal quantity of money engineered through lump-sum taxes and

transfers (as in chapters 2 and 3) may have di¤erent e¤ects than changes introduced

through open market operations in which non-interest-bearing government debt is

exchanged for interest-bearing debt. In an early contribution, Metzler (1951) argued

that an open market purchase, that is, an increase in the nominal quantity of money

held by the public and an o¤setting reduction in the nominal stock of interest-bearing

debt held by the public, would raise the price level less than proportionally to the

increase in M. An open market operation would therefore a¤ect the real stock of

money and lead to a change in the equilibrium rate of interest. Metzler assumed

that households’ desired portfolio holdings of bonds and money depended on the

expected return on bonds. An open market operation, by altering the ratio of bonds

10. See Engle and Granger (1987).
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to money, requires a change in the rate of interest to induce private agents to hold

the new portfolio composition of bonds and money. A price level change propor-

tional to the change in the nominal money supply would not restore equilibrium, be-

cause it would not restore the original ratio of nominal bonds to nominal money.

An important limitation of Metzler’s analysis was its dependence on portfolio be-

havior that was not derived directly from the decision problem facing the agents of

the model. The analysis was also limited in that it ignored the consequence for future

taxes of shifts in the composition of the government’s debt, a point made by Patinkin

(1965). It has been noted that the government’s intertemporal budget constraint

requires the government to run surpluses in present value terms equal to its current

outstanding interest-bearing debt. An open market purchase by the monetary au-

thority reduces the stock of interest-bearing debt held by the public, and this reduc-

tion will have consequences for future expected taxes.

Sargent and Wallace (1981) showed that the backing for government debt, wheth-

er it is ultimately paid for by taxes or by printing money, is important in determining

the e¤ects of debt issuance and open market operations. This finding can be illus-

trated following the analysis of Aiyagari and Gertler (1985). They used a two-period

overlapping-generations model that allows debt policy to a¤ect the real intergenera-

tional distribution of wealth. This e¤ect is absent from the representative-agent mod-

els used here, but the representative-agent framework can still be used to show how

the specification of fiscal policy will have important implications for conclusions

about the link between the money supply and the price level.11

In order to focus on debt, taxes, and seigniorage, set government purchases equal

to zero and ignore population and real income growth, in which case the govern-

ment’s budget constraint takes the simplified form

ð1þ rt�1Þbt�1 ¼ tt þ bt þ st; ð4:15Þ
with st denoting seigniorage.

In addition to the government’s budget constraint, the budget constraint of the

representative agent must be specified. Assume that this agent receives an exogenous

endowment y in each period and pays (lump-sum) taxes tt in period t. She also

receives interest payments on any government debt held at the start of the period;

these payments, in real terms, are given by ð1þ it�1ÞBt�1=Pt, where it�1 is the nomi-

nal interest rate in period t� 1, Bt�1 is the number of bonds held at the start of

period t, and Pt is the period t price level. This can be written equivalently as

ð1þ rt�1Þbt�1, where rt�1 ¼ ð1þ it�1Þ=ð1þ ptÞ � 1 is the ex post real rate of interest.

Finally, the agent has real money balances equal to Mt�1=Pt ¼ ð1þ ptÞ�1
mt�1 that

11. See also Woodford (1995; 2001a) and section 4.5.2.

4.4 Deficits and Inflation 147



are carried into period t from period t� 1. The agent allocates these resources to

consumption, real money holdings, and real bond purchases, subject to

ct þmt þ bt ¼ yþ ð1þ rt�1Þbt�1 þ mt�1

1þ pt
� tt: ð4:16Þ

Aiyagari and Gertler (1985) asked whether the price level will depend only on the

stock of money or whether debt policy and the behavior of the stock of debt might

also be relevant for price level determination. They assumed that the government sets

taxes to back a fraction c of its interest-bearing debt liabilities, with 0aca 1. If

c ¼ 1, government interest-bearing debt is completely backed by taxes in the sense

that the government commits to maintaining the present discounted value of current

and future tax receipts equal to its outstanding debt liabilities. Such a fiscal policy

was called Ricardian by Sargent (1982).12 If c < 1, Aiyagari and Gertler character-

ized fiscal policy as non-Ricardian. To avoid confusion with the more recent inter-

pretations of non-Ricardian regimes (see section 4.5.2), let regimes where c < 1 be

referred to as traditional non-Ricardian regimes. In such regimes, seigniorage must

adjust to maintain the present value of taxes plus seigniorage equal to the govern-

ment’s outstanding debt.

Let Tt now denote the present discounted value of taxes. Under the assumed debt

policy, the government ensures that Tt ¼ cð1þ rt�1Þbt�1 because ð1þ rt�1Þbt�1 is the

net liability of the government (including its current interest payment). Because Tt is

a present value, one can also write

Tt ¼ tt þ Et

Ttþ1

1þ rt

� �
¼ tt þ Et

cð1þ rtÞbt
ð1þ rtÞ

� �
;

or Tt ¼ tt þ cbt. Now because Tt ¼ cð1þ rt�1Þbt�1, it follows that

tt ¼ cðRt�1bt�1 � btÞ; ð4:17Þ
where R ¼ 1þ r. Similarly, st ¼ ð1� cÞðRt�1bt�1 � btÞ. With taxes adjusting to en-

sure that the fraction c of the government’s debt liabilities is backed by taxes, the

remaining fraction, 1� c, represents the portion backed by seigniorage.

Using (4.17), the household’s budget constraint (4.16) becomes

ct þmt þ ð1� cÞbt ¼ yþ ð1� cÞRt�1bt�1 þ mt�1

1þ pt
:

12. It is more common for Ricardo’s name to be linked with debt in the form of the Ricardian equivalence
theorem, under which shifts between debt and tax financing of a given expenditure stream have no real
e¤ects. See Barro (1974) or D. Romer (2006). Ricardian equivalence holds in the representative agent
framework; the issue is whether debt policy, as characterized by c, matters for price level determination.
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In the Ricardian case ðc ¼ 1Þ, all terms involving the government’s debt drop out;

only the stock of money matters. If c < 1, however, debt does not drop out. The

budget constraint can then be written as yþ Rt�1wt�1 ¼ ct þ wt þ it�1mt�1=ð1þ ptÞ,
where w ¼ mþ ð1� cÞb, showing that the relevant measure of household income

is yþ Rt�1wt�1 and this is then used to purchase consumption, financial assets, or

money balances (where the opportunity cost of money is i=ð1þ pÞ). With asset de-

mand depending on c through wt�1, the equilibrium price level and nominal rate of

interest will generally depend on c.13

Having derived the representative agent’s budget constraint and shown how it is

a¤ected by the means the government uses to back its debt, in order to actually de-

termine the e¤ects on the equilibrium price level and nominal interest rate, one must

determine the agent’s demand for money and bonds and then equate these demands

to the (exogenous) supplies. To illustrate the role of debt policy, assume log-

separable utility, ln ct þ d ln mt, and consider a perfect foresight equilibrium. From

chapter 2, the marginal rate of substitution between money and consumption will be

set equal to it=ð1þ itÞ. With log utility, this implies mt ¼ dctð1þ itÞ=it. The Euler

condition for the optimal consumption path yields ctþ1 ¼ bð1þ rtÞct. Using these in

the agent’s budget constraint,

yþ Rt�1wt�1 ¼ ct þ wt þ it�1

1þ pt

� �
d

1þ it�1

it�1

� �
ct

bð1þ rt�1Þ

¼ 1þ d

b

� �
ct þ wt:

In equilibrium, ct ¼ y, so this becomes Rt�1wt�1 ¼ ðd=bÞyþ wt. In the steady state,

wt ¼ wt�1 ¼ wss ¼ dy=bðR� 1Þ. But w ¼ ½M þ ð1� cÞB�=P, so the equilibrium

steady-state price level is equal to

Pss ¼ brss

dy

� �
½M þ ð1� cÞB�: ð4:18Þ

If government debt is entirely backed by taxes ðc ¼ 1Þ, one gets the standard result;

the price level is proportional to the nominal stock of money. The stock of debt has

no e¤ect on the price level. With 0 < c < 1, however, both the nominal money sup-

ply and the nominal stock of debt play a role in price level determination. Propor-

tional changes in M and B produce proportional changes in the price level.

In a steady state, all nominal quantities and the price level must change at the

same rate because real values are constant. Thus, if M grows, then B must also

13. In this example, c ¼ y in equilibrium because there is no capital good that would allow the endown-
ment to be transferred over time.
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grow at the same rate. The real issue is whether the composition of the government’s

liabilities matters for the price level. To focus more clearly on that issue, let l ¼
M=ðM þ BÞ be the fraction of government liabilities that consists of non-interest-

bearing debt. Since open market operations a¤ect the relative proportions of money

and bonds in government liabilities, open market operations determine l. Equation

(4.18) can then be written as

Pss ¼ brss

dy

� �
½1� cð1� lÞ�ðM þ BÞ:

Open market purchases (an increase in l) that substitute money for bonds but leave

M þ B unchanged raise Pss when c > 0. The rise in Pss is not proportional to the

increase in M. Shifting the composition of its liabilities away from interest-bearing

debt reduces the present discounted value of the private sector’s tax liabilities by less

than the fall in debt holdings; a rise in the price level proportional to the rise in M

would leave households’ real wealth lower (their bond holdings are reduced in real

value, but the decline in the real value of their tax liabilities is only c < 1 times as

large).

Leeper (1991) argued that even if c ¼ 1 on average (that is, all debt is backed by

taxes), the means used to finance shocks to the government’s budget have important

implications. He distinguished between active and passive policies; with an active

monetary policy and a passive fiscal policy, monetary policy acts to target nominal

interest rates and does not respond to the government’s debt, while fiscal policy

must then adjust taxes to ensure intertemporal budget balance. Conversely, with an

active fiscal policy and a passive monetary policy, the monetary authority must ad-

just seigniorage revenues to ensure intertemporal budget balance, while fiscal policy

does not respond to shocks to debt. Leeper showed that the inflation and debt pro-

cesses are unstable if both policy authorities follow active policies, and there is price

level indeterminacy if both follow passive policies.

4.4.2 The Government Budget Constraint and the Nominal Rate of Interest

Earlier, we examined Sargent and Wallace’s ‘‘unpleasant monetarist arithmetic’’ us-

ing (4.13). Given the government’s real liabilities, the monetary authority would be

forced to finance any di¤erence between these real liabilities and the present dis-

counted value of the government’s fiscal surpluses. Fiscal considerations determine

the money supply, but the traditional quantity theory holds and the price level is pro-

portional to the nominal quantity of money. Suppose, however, that the initial nom-

inal stock of money is set exogenously by the monetary authority. Does this mean

that the price level is determined solely by monetary policy, with no e¤ect of fiscal

policy? The following example shows that the answer is no; fiscal policy can a¤ect
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the initial equilibrium price level, even when the initial nominal quantity of money is

given and the government’s intertemporal budget constraint must be satisfied at all

price levels.

Consider a perfect-foresight equilibrium. In such an equilibrium, the government’s

budget constraint must be satisfied and the real demand for money must equal the

real supply of money. The money-in-the-utility function (MIU) model of chapter 2

can be used, for example, to derive the real demand for money. That model implied

that agents would equate the marginal rate of substitution between money and con-

sumption to the cost of holding money, where this cost depended on the nominal rate

of interest:

umðct;mtÞ
ucðct;mtÞ ¼ it

1þ it
:

Using the utility function employed in chapter 2,14 this condition implies that

mt ¼ Mt

Pt

¼ it

1þ it

� �
a

1� a

� �� ��1=b

ct:

Evaluated at the economy’s steady state, this can be written as

Mt

Pt

¼ f ðRm; tÞ; ð4:19Þ

where Rm ¼ 1þ i is the gross nominal rate of interest and

f ðRmÞ ¼ Rm � 1

Rm

� �
a

1� a

� �� ��1=b

ct:

Given the nominal interest rate, (4.19) implies a proportional relationship between

the nominal quantity of money and the equilibrium price level. If the initial money

stock is M0, then the initial price level is P0 ¼ M0=f ðRmÞ.
The government’s budget constraint must also be satisfied. In a perfect-foresight

equilibrium, there are no inflation surprises, so the government’s budget constraint

given by (4.5) can be written as

gt þ rbt�1 ¼ tt þ ðbt � bt�1Þ þmt � 1

1þ pt

� �
mt�1: ð4:20Þ

14. In chapter 2 it was assumed that

uðct;mtÞ ¼ ½ac1�b
t þ ð1� aÞm1�b

t �ð1�FÞ=ð1�bÞ

1�F
:
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Now consider a stationary equilibrium in which government expenditures and

taxes are constant, as are the real stocks of government interest-bearing debt and

money. In such a stationary equilibrium, the budget constraint becomes

gþ 1

b
� 1

� �
b ¼ tþ pt

1þ pt

� �
m ¼ tþ bRm � 1

bRm

� �
f ðRmÞ; ð4:21Þ

which uses the steady-state results that the gross real interest rate is 1=b, Rm 1
ð1þ ptÞ=b, and real money balances must be consistent with the demand given by

(4.19).

Suppose the fiscal authority sets g, t, and b. Then (4.21) determines the nominal

interest rate Rm. With g, t, and b given, the government needs to raise gþ ð1=b�
1Þb� t in seigniorage. The nominal interest rate is determined by the requirement

that this level of seigniorage be raised.15 Because the nominal interest rate is equal

to ð1þ pÞ=b, one can alternatively say that fiscal policy determines the inflation rate.

Once the nominal interest rate is determined, the initial price level is given by (4.19)

as P0 ¼ M0=f ðRmÞ, where M0 is the initial stock of money. In subsequent periods,

the price level is equal to Pt ¼ P0ðbRmÞ t, where bRm ¼ ð1þ pÞ is the gross inflation

rate. The nominal stock of money in each future period is endogenously determined

by Mt ¼ Pt f ðRmÞ. In this case, even though the monetary authority has set M0 exo-

genously, the initial price level is determined by the need for fiscal solvency because

the fiscal authority’s budget requirement (4.21) determines Rm and therefore the real

demand for money. The initial price level is proportional to the initial money stock,

but the factor of proportionality, 1=f ðRmÞ, is determined by fiscal policy, and both

the rate of inflation and the path of the future nominal money supply are determined

by the fiscal requirement that seigniorage equal gþ ð1=b � 1Þb� t.

If the fiscal authority raises expenditures, holding b and t constant, then seignior-

age must rise. The equilibrium nominal interest rate rises to generate this additional

seigniorage.16 With a higher Rm, the real demand for money falls, and this increases

the equilibrium value of the initial price level P0, even though the initial nominal

quantity of money is unchanged.

4.4.3 Equilibrium Seigniorage

Suppose that, given its expenditures and other tax sources, the government has a fis-

cal deficit of D f that must be financed by money creation. When will it be feasible

15. The nominal interest rate that raises seigniorage equal to gþ ð1=b � 1Þb� t may not be unique. A rise
in Rm increases the tax rate on money, but it also erodes the tax base by reducing the real demand for
money. A given amount of seigniorage may be raised with a low tax rate and a high base or a high tax
rate and a low base.

16. This assumes that the economy is on the positively sloped portion of the La¤er curve so that raising
the tax rate increases revenue; see sectiones 4.4.3.
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to raise D f in a steady-state equilibrium? And what will be the equilibrium rate of

inflation?

The answers to these questions would be straightforward if there were a one-to-one

relationship between the revenue generated by the inflation tax and the inflation rate.

If this were the case, the inflation rate would be uniquely determined by the amount

of revenue that must be raised. But the inflation rate a¤ects the base against which

the tax is levied. For a given base, a higher inflation rate raises seigniorage, but a

higher inflation rate raises the opportunity cost of holding money and reduces the de-

mand for money, thereby lowering the base against which the tax is levied. This

raises the possibility that a given amount of revenue can be raised by more than one

rate of inflation. For example, the nominal rate of interest Rm that satisfies (4.21)

may not be unique.

It will be helpful to impose additional structure so that one can say more about the

demand for money. The standard approach used in most analyses of seigniorage is

to specify directly a functional form for the demand for money as a function of the

nominal rate of interest. An early example of this approach, and one of the most

influential, is that of Cagan (1956). This approach is discussed later, but first Calvo

and Leiderman (1992) are followed in using a variant of the Sidrauski model of chap-

ter 2 to motivate a demand for money. That is, suppose the economy consists of

identical individuals, and the utility of the representative agent is given by

Xy
t¼0

b tuðct;mtÞ; ð4:22Þ

where 0 < b < 1, c is per capita consumption, m is per capita real money holdings,

and the function uð:Þ is strictly concave and twice continuously di¤erentiable. The

representative agent chooses consumption, money balances, and holdings of inter-

est-earning bonds to maximize the expected value of (4.22), subject to the following

budget constraint:

ct þ bt þmt ¼ yt � tt þ ð1þ rÞbt�1 þmt�1

Pt

;

where b is the agent’s holdings of bonds, y is real income, t is equal to the net taxes

of the agent, r is the real rate of interest, assumed constant for simplicity, and Pt 1
Pt=Pt�1 ¼ 1þ pt, where pt is the inflation rate. Thus, the last term in the budget con-

straint, mt�1=Pt, is equal to the period t real value of money balances carried into

period t, that is, Mt�1=Pt, where M represents nominal money holdings. Attention

is restricted to perfect-foresight equilibria.

If wt is the agent’s real wealth in period t, wt ¼ bt þmt, and Rt ¼ 1þ rt, then the

budget constraint can be rewritten as
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ct þ wt ¼ yt � tt þ Rt�1wt�1 � Rt�1Pt � 1

Pt

� �
mt�1

¼ yt � tt þ Rt�1wt�1 � it�1

Pt

� �
mt�1

by using the fact that RP ¼ 1þ i, where i is the nominal rate of interest. When the

budget constraint is written in this way, it is clear that the cost of holding wealth in

the form of money as opposed to interest-earning bonds is i=P.17 The first-order con-

dition for optimal money holdings sets the marginal utility of money equal to the

cost of holding money times the marginal utility of wealth. Since the interest for-

gone by holding money in period t is a cost that is incurred in period tþ 1, this cost

must be discounted back to period t using the discount factor b to compare with the

marginal utility of money in period t. Thus, umðct;mtÞ ¼ bðit=Ptþ1Þucðctþ1;mtþ1Þ.
But the standard Euler condition for optimal consumption implies that ucðct;mtÞ ¼
bRtucðctþ1;mtþ1Þ. Combining these first-order conditions yields

umðct;mtÞ ¼ it

RtPtþ1

� �
ucðct;mtÞ ¼ it

1þ it

� �
ucðct;mtÞ: ð4:23Þ

Now suppose the utility function takes the form uðct;mtÞ ¼ ln ct þmtðB�D ln mtÞ.
Using this functional form in (4.23), one obtains

mt ¼ Ae�ot=Dct ; ð4:24Þ
where A ¼ eðB=D�1Þ and o ¼ i=ð1þ iÞ. Equation (4.24) provides a convenient func-

tional representation for the demand for money.

Since the time of Cagan’s seminal contribution to the study of seigniorage and

hyperinflations (Cagan 1956, 158–161), many economists have followed him in spec-

ifying a money demand function of the form m ¼ Ke�ap e

; (4.24) shows how some-

thing similar can be derived from an underlying utility function. As Calvo and

Leiderman (1992) pointed out, the advantage is that one sees how the parameters K

and a depend on more primitive parameters of the representative agent’s preferences

and how they may actually be time-dependent. For example, a depends on ct and

therefore will be time-dependent unless K varies appropriately or c itself is constant.

The reason for deriving the demand for money as a function of the rate of inflation

is that, having done so, one can express seigniorage as a function of the rate of infla-

tion. Recall from (4.9) that seigniorage was equal to im=ð1þ pÞ ¼ ð1þ rÞim=ð1þ iÞ.
Using the expression for the demand for money, steady-state seigniorage is equal to

17. Recall from the derivation of (4.8) that the term for the government’s revenue from seigniorage was
ðit�1=PtÞht�1. Comparing this to the household’s budget constraint (with ht�1 ¼ mt�1) shows that the cost
of holding money is exactly equal to the revenue obtained by the government.
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s ¼ ð1þ rÞ i

1þ i

� �
A exp � i

Dcð1þ iÞ
� �

:

If superneutrality is assumed to characterize the model, then c will be constant in the

steady state and independent of the rate of inflation. The same will be true of the real

rate of interest.

To determine how seigniorage varies with the rate of inflation, think of choosing

o ¼ i=ð1þ iÞ through the choice of p. Then s ¼ ð1þ rÞoAe�o=Dc and qs=qp ¼
ðqs=qoÞðqo=qiÞðqi=qpÞ ¼ ðqs=qoÞð1þ rÞ=ð1þ iÞ2, so the sign of qs=qp will be deter-

mined by the sign of ðqs=qoÞ. Since
qs

qo
¼ ð1þ rÞAe�o=Dc 1� o

Dc

� �
¼ s

o
1� o

Dc

� �
;

the sign of qs=qo depends on the sign of 1� ðo=DcÞ. As illustrated in figure 4.1, sei-

gniorage increases with inflation initially but eventually begins to decline with further

increases in p as the demand for real balances shrinks.18

Figure 4.1
Seigniorage as a function of inflation.

18. Whether a La¤er curve exists for seigniorage depends on the specification of utility. For example, in
chapter 2 it was noted that with a CES utility function, the demand for money was given by mt ¼
A½i=ð1þ iÞ��1=b

ct, where A is a constant. Hence, seigniorage is A½i=ð1þ iÞ�1�1=b
ct, which is monotonic in i.
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To determine the inflation rate that maximizes seigniorage, note that qs=qp ¼ 0 if

and only if

o ¼ i

1þ i
¼ Dc; or pmax ¼ 1

1þ r

� �
1

1�Dc

� �
� 1:

For inflation rates less than pmax, the government’s revenue is increasing in the infla-

tion rate. The e¤ect of an increase in the tax rate dominates the e¤ect of higher infla-

tion in reducing the real demand for money. As inflation increases above pmax, the

tax base shrinks su‰ciently that revenues from seigniorage decline. Consequently,

governments face a seigniorage La¤er curve; raising inflation beyond a certain point

results in lower real tax revenue.

4.4.4 Cagan’s Model

Since 1970 the consumer price index for the United States has risen just over 5.5-fold;

that is inflation.19 In Hungary, the index of wholesale prices was 38,500 in January

1923 and 1,026,000 in January 1924, one year later, a 27-fold increase; that is hyper-

inflation (Sargent 1986, 64).

One of the earliest studies of the dynamics of money and prices during hyper-

inflation was done by Cagan (1956). The discussion here follows Cagan in using con-

tinuous time. Suppose the real per capita fiscal deficit that needs to be financed is

exogenously given and is equal to D f . This means that

D f ¼
_HH

H

H

PY
¼ yh;

where h is expressed as real balances relative to income to allow for real economic

growth. The demand for real balances will depend on the nominal interest rate and

therefore the expected rate of inflation. Treating real variables such as the real rate of

interest and the growth rate of real output as constant (which is appropriate in a

steady state characterized by superneutrality and is usually taken as reasonable dur-

ing hyperinflations because all the action involves money and prices), write the de-

mand for the real monetary base as h ¼ expð�apeÞ. Then the government’s revenue

requirement implies that

D f ¼ ye�ap e

: ð4:25Þ
For h to be constant in equilibrium requires that p ¼ y� m, where m is the growth

rate of real income. And in a steady-state equilibrium, pe ¼ p, so (4.25) becomes

19. The CPI was equal to 38.8 in 1970 and reached 216.6 in May 2008.
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D f ¼ ye�aðy�mÞ; ð4:26Þ
the solution(s) of which give the rates of money growth that are consistent with rais-

ing the amount D f through seigniorage. The right side of (4.26) equals zero when

money growth is equal to zero, rises to a maximum at y ¼ ð1=aÞ, and then declines.20

That is, for rates of money growth above ð1=aÞ, and therefore inflation rates above

ð1=aÞ � m, higher inflation actually leads to lower revenues because the tax base

falls su‰ciently to o¤set the rise in inflation. Thus, any deficit less than D� ¼
ð1=aÞ expðam� 1Þ can be financed by either a low rate of inflation or a high rate of

inflation.

Figure 4.2, based on Bruno and Fischer (1990), illustrates the two inflation rates

consistent with seigniorage revenues of D f . The curve SR is derived from (4.25) and

shows, for each rate of money growth, the expected rate of inflation needed to gener-

ate the required seigniorage revenues.21 The 45� line gives the steady-state inflation

Figure 4.2
Money growth and seigniorage revenue.

20. More generally, with h a function of the nominal interest rate and r a constant, seigniorage can be
written as s ¼ yhðyÞ. This is maximized at the point where the elasticity of real money demand with respect
to y is equal to �1: yh 0ðyÞ=h ¼ �1.

21. That is, SR plots p e ¼ ðln y� ln D f Þ=a. A reduction in y continues to yield D f only if money holdings
rise, and this would require a fall in expected inflation.
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rate as a function of the money growth rate: pe ¼ p ¼ y� m. The two points of inter-

section labeled A and D are the two solutions to (4.26).

What determines whether, for a given deficit, the economy ends up at the high-

inflation equilibrium or the low-inflation equilibrium? Which equilibrium is picked

out depends on the stability properties of the economy. Determining this in turn

requires a more complete specification of the dynamics of the model. Recall that the

demand for money depends on expected inflation through the nominal rate of in-

terest, whereas the inflation tax rate depends on actual inflation. In considering the

e¤ects of variations in the inflation rate, one needs to determine how expectations

will adjust. Cagan (1956) addressed this by assuming that expectations adjust adap-

tively to actual inflation:

qpe

qt
¼ _ppe ¼ hðp� peÞ; ð4:27Þ

where h captures the ‘‘speed of adjustment’’ of expectations. A low h implies that

expectations respond slowly to inflation forecast errors. Since h ¼ expð�apeÞ, di¤er-
entiate this expression with respect to time, obtaining

_hh

h
¼ y� m� p ¼ �a _ppe:

Solving for p using (4.27) yields p ¼ y� mþ a _ppe ¼ y� mþ ahðp� peÞ, or p ¼ ðy�
m� ahpeÞ=ð1� ahÞ. Substituting this back into the expectations adjustment equation

gives

_ppe ¼ hðy� m� peÞ
1� ah

; ð4:28Þ

which implies that the low-inflation equilibrium will be stable as long as ah < 1. This

requires that expectations adjust su‰ciently slowly (h < 1=a).

If expectations adjust adaptively and su‰ciently slowly, what happens when the

deficit is increased? Since the demand for real money balances depends on expected

inflation, and because the adjustment process does not allow the expected inflation

rate to jump immediately, the higher deficit can be financed by an increase in the

rate of inflation (assuming the new deficit is still below the maximum that can be

financed, D�). Since actual inflation now exceeds expected inflation, _ppe > 0 and pe

begins to rise. The economy converges into a new equilibrium at a higher rate of

inflation.

In terms of figure 4.2, an increase in the deficit shifts the SR line to the right to

S 0R 0 (for a given expected rate of inflation, money growth must rise in order to gen-

erate more revenue). Assume that initially the economy is at point A, the low-

158 4 Money and Public Finance



inflation equilibrium. Budget balance requires that the economy be on the S 0R 0 line,
so y jumps to the rate associated with point B. But now, at point B, inflation has

risen and pe < p ¼ y� m. Expected inflation rises (as long as ah < 1; see (4.28)),

and the economy converges to C. The high-inflation equilibrium, in contrast, is

unstable.

Adaptive expectations of the sort Cagan assumed disappeared from the literature

under the onslaught of the rational-expectations revolution begun by Lucas and Sar-

gent in the early 1970s. If agents are systematically attempting to forecast inflation,

then their forecast will depend on the actual process governing the evolution of infla-

tion; rarely will this imply an adjustment process such as (4.27). Stability in the

Cagan model also requires that expectations not adjust too quickly ðh < 1=aÞ, and
this requirement conflicts with the rational-expectations notion that expectations ad-

just quickly in response to new information. Bruno and Fischer (1990) showed that,

to some degree, assuming that agents adjust their holdings of real money balances

slowly plays a role under rational expectations similar to the role played by the slow

adjustment of expectations in Cagan’s model in ensuring stability under adaptive

expectations.

4.4.5 Rational Hyperinflation

Why do countries find themselves in situations of hyperinflation? Most explanations

of hyperinflation point to fiscal policy as the chief culprit. Governments that are

forced to print money to finance real government expenditures often end up generat-

ing hyperinflations. In that sense, rapid money growth does lead to hyperinflation,

consistent with the relationship between money growth and inflation implied by the

models examined so far, but money growth is no longer exogenous. Instead, it is

endogenously determined by the need to finance a fiscal deficit.22

Two explanations for the development of hyperinflation suggest themselves. In

the Cagan model with adaptive expectations, suppose that ah < 1 so that the low-

inflation equilibrium is stable. Now suppose that a shock pushes the inflation rate

above the high-inflation equilibrium (above point D in figure 4.2). If that equilibrium

is unstable, the economy continues to diverge, moving to higher and higher rates of

inflation. So one explanation for hyperinflations is that they represent situations in

which exogenous shocks push the economy into an unstable region.

Alternatively, suppose the deficit that needs to be financed with seigniorage grows.

If it rises above D�, the maximum that can be financed by money creation, the gov-

ernment finds itself unable to obtain enough revenue, so it runs the printing presses

faster, further reducing the real revenue it obtains and forcing it to print money even

22. The current modern example of such a fiscally driven hyperinflation is provided by Zimbabwe.
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faster. Most hyperinflations have occurred after wars (and on the losing side). Such

countries face an economy devastated by war and a tax system that no longer func-

tions e¤ectively. At the same time, there are enormous demands on the government

for expenditures to provide the basics of food and shelter and to rebuild the econ-

omy. Revenue needs outpace the government’s ability to raise tax revenues. The

ends of such hyperinflations usually involve a fiscal reform that allows the govern-

ment to reduce its reliance on seigniorage (see Sargent 1986).

When expected inflation falls in response to the reforms, the opportunity cost of

holding money is reduced and the demand for real money balances rises. Thus, the

growth rate of the nominal money supply normally continues temporarily at a very

high rate after a hyperinflation has ended. A similar, if smaller-scale, phenomenon

occurred in the United States in the mid-1980s. The money supply, as measured by

M1, grew very rapidly. At the time, there were concerns that this growth would lead

to a return of higher rates of inflation. Instead, it seemed to reflect the increased de-

mand for money resulting from the decline in inflation from its peak levels in 1979–

1980. The need for real money balances to grow as inflation is reduced often causes

problems for establishing and maintaining the credibility of policies designed to re-

duce inflation. If a disinflation is credible, so that expected inflation falls, it may be

necessary to increase the growth rate of the nominal money supply temporarily. But

when inflation and rapid money growth are so closely related, letting money growth

rise may be misinterpreted as a signal that the central bank has given up on its dis-

inflation policy.

Fiscal theories of seigniorage, inflation, and hyperinflations are based on

fundamentals—there really is a deficit that needs to be financed, and that is what

leads to money creation. An alternative view of hyperinflations is that they are sim-

ply bubbles, similar to bubbles in financial markets. Such phenomena are based on

the possibility of multiple equilibria in which expectations can be self-fulfilling.

To illustrate this possibility, suppose the real demand for money is given, in log

terms, by

mt � pt ¼ �aðEtptþ1 � ptÞ;
where Etptþ1 denotes the expectation formed at time t of time tþ 1 prices and a > 0.

This money demand function is the log version of Cagan’s demand function. This

equation can be rearranged to express the current price level as

pt ¼ 1

1þ a

� �
mt þ a

1þ a

� �
Etptþ1: ð4:29Þ

Suppose that the growth rate of the nominal money supply process is given by

mt ¼ y0 þ ð1� gÞy1tþ gmt�1. Since m is the log money supply, the growth rate of
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the money supply is mt �mt�1 ¼ ð1� gÞy1 þ gðmt�1 �mt�2Þ, and the trend (average)

growth rate is y1. Given this process, and the assumption that agents make use of it

and the equilibrium condition (4.29) in forming their expectations, one solution for

the price level is given by

pt ¼ a½y0 þ ð1� gÞy1ð1þ aÞ�
1þ að1� gÞ þ að1� gÞy1

1þ að1� gÞ
� �

tþ 1

1þ að1� gÞ
� �

mt

¼ A0 þ A1tþ A2mt:

That this is a solution can be verified by noting that it implies Etptþ1 ¼ A0 þ
A1ðtþ 1Þ þ A2Etmtþ1 ¼ A0 þ A1ðtþ 1Þ þ A2½y0 þ ð1� gÞy1ðtþ 1Þ þ gmt�; substitut-

ing this into (4.29) yields the proposed solution. Under this solution, the inflation

rate pt � pt�1 converges to y1, the average growth rate of the nominal supply of

money.23

Consider an alternative solution:

pt ¼ A0 þ A1tþ A2mt þ Bt; ð4:30Þ
where Bt is time-varying. Does there exist a Bt process consistent with (4.29)? Sub-

stituting the new proposed solution into the equilibrium condition for the price level

yields

A0 þ A1tþ A2mt þ Bt ¼ mt

1þ a
þ a½A0 þ A1ðtþ 1Þ þ A2Etmtþ1 þ EtBtþ1�

1þ a
;

which, to hold for all realizations of the nominal money supply, requires that, as

before, A0 ¼ a½y0 þ ð1� gÞy1ð1þ aÞ�=½1þ að1� gÞ�, A1 ¼ að1� gÞy1=½1þ að1� gÞ�,
and A2 ¼ 1=½1þ að1� gÞ�. This then implies that the Bt process must satisfy

Bt ¼ a

1þ a

� �
EtBtþ1;

which holds if B follows the explosive process

Btþ1 ¼ kBt ð4:31Þ
for k ¼ ð1þ aÞ=a > 1. In other words, (4.30) is an equilibrium solution for any pro-

cess Bt satisfying (4.31). Since B grows at the rate k � 1 ¼ 1=a, and since a, the elas-

ticity of money demand with respect to expected inflation, is normally thought to be

small, its inverse would be large. The actual inflation rate along a bubble solution

path could greatly exceed the rate of money growth.

23. This follows because pt � pt�1 ¼ A1 þ A2ðmt �mt�1Þ converges to A1 þ A2y1 ¼ y1.
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Obstfeld and Rogo¤ (1983; 1986) considered whether speculative hyperinflations

are consistent with equilibrium when agents are utility-maximizing. As discussed in

section 2.2.1, they showed that speculative hyperinflation in unbacked fiat money

systems cannot generally be ruled out. Equilibrium paths may exist along which real

money balances eventually converge to zero as the price level goes to þy (see also

section 4.5.1).

The methods developed to test for bubbles are similar to those that have been

employed to test for intertemporal budget balance. For example, if the nominal

money stock is nonstationary, then the absence of bubbles implies that the price level

will be nonstationary but cointegrated with the money supply. This is a testable impli-

cation of the no-bubble assumption. Equation (4.31) gives the simplest example of a

bubble process. Evans (1991) showed how the cointegration tests can fail to detect

bubbles that follow periodically collapsing processes. For more on asset prices and

bubbles, see Shiller (1981); Mattey and Meese (1986); West (1987; 1988); Diba and

Grossman (1988a; 1988b); and Evans (1991).

4.5 The Fiscal Theory of the Price Level

A number of researchers have examined models in which fiscal factors replace the

money supply as the key determinant of the price level (see Leeper 1991; Sims 1994;

Woodford 1995; 1999a; 2001a; Bohn 1999; Cochrane 1999; Kocherlakota and Phe-

len 1999; Daniel 2001; the excellent discussions by Carlstrom and Fuerst 1999b and

by Christiano and Fitzgerald 2000 and references they list; and the criticisms of the

approach by McCallum 2001; Buiter 2002; and McCallum and Nelson 2005). The

fiscal theory of the price level raises some important issues for both monetary theory

and monetary policy.

There are two ways fiscal policy might matter for the price level. First, equilibrium

requires that the real quantity of money equal the real demand for money. If fiscal

variables a¤ect the real demand for money, the equilibrium price level will also

depend on fiscal factors (see section 4.4.2). This, however, is not the channel empha-

sized in fiscal theories of the price level. Instead, these theories focus on a second as-

pect of monetary models—there may be multiple price levels consistent with a given

nominal quantity of money and equality between money supply and money demand.

Fiscal policy may then determine which of these is the equilibrium price level. And in

some cases, the equilibrium price level picked out by fiscal factors may be indepen-

dent of the nominal supply of money.

In contrast to the standard monetary theories of the price level, the fiscal theory

assumes that the government’s intertemporal budget equation represents an equilib-

rium condition rather than a constraint that must hold for all price levels. At some
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price levels, the intertemporal budget constraint would be violated. Such price levels

are not consistent with equilibrium. Given the stock of nominal debt, the equilibrium

price level must ensure that the government’s intertemporal budget is balanced.

The next section illustrates why the requirement that the real demand for money

equal the real supply of money may not be su‰cient to uniquely determine the equi-

librium price level, even for a fixed nominal money supply. The subsequent section

shows how fiscal considerations may serve to pin down the equilibrium price level.

4.5.1 Multiple Equilibria

The traditional quantity theory of money highlights the role the nominal stock of

money plays in determining the equilibrium price level. Using the demand for money

given by (4.19), a proportional relationship is obtained between the nominal quantity

of money and the equilibrium price level that depends on the nominal rate of interest.

However, the nominal interest rate is also an endogenous variable, so (4.19) by itself

may not be su‰cient to determine the equilibrium price level. Because the nominal

interest rate depends on the rate of inflation, (4.19) can be written as

Mt

Pt

¼ f Rt

Ptþ1

Pt

� �
;

where R is the gross real rate of interest. This forward di¤erence equation in the price

level may be insu‰cient to determine a unique equilibrium path for the price level.

Consider a perfect-foresight equilibrium with a constant nominal supply of money,

M0. Suppose the real rate of return is equal to its steady-state value of 1=b, and the

demand for real money balances is given by (4.19). One can then write the equilib-

rium between the real supply of money and the real demand for money as

M0

Pt

¼ g
Ptþ1

Pt

� �
; g 0 < 0:

Under suitable regularity conditions on gð Þ, this condition can be rewritten as

Ptþ1 ¼ Ptg
�1 M0

Pt

� �
1 fðPtÞ: ð4:32Þ

Equation (4.32) defines a di¤erence equation in the price level. One solution is

Ptþi ¼ P� for all ib 0, where P� ¼ M0=gð1Þ. In this equilibrium, the quantity theory

holds, and the price level is proportional to the money supply.

This constant price level equilibrium is not, however, the only possible equilib-

rium. As noted in section 4.4.5 and chapter 2, there may be equilibrium price paths

starting from P0 0P� that are fully consistent with the equilibrium condition (4.32).

For example, in figure 4.3, the convex curve shows fðPtÞ as an increasing function of
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Pt. Also shown in the figure is the 45� line. Using the fact that g�1ðM0=P
�Þ ¼ 1, the

slope of fðPtÞ, evaluated at P�, is

f 0ðP�Þ ¼ g�1ðM0=P
�Þ � ½qg�1ðM0=P

�Þ=qðM0=P
�Þ�ðM0=P

�Þ

¼ 1� ½qg�1ðM0=P
�Þ=qðM0=P

�Þ�ðM0=P
�Þ > 1:

Thus, f cuts the 45� line from below at P�. Any price path starting at P0 ¼ P 0 > P�

is consistent with (4.32) and involves a positive rate of inflation. As the figure illus-

trates, P ! y, but the equilibrium condition (4.32) is satisfied along this path. As

the price level explodes, real money balances go to zero. But this is consistent with

private agents’ demand for money because inflation and therefore nominal interest

rates are rising, lowering the real demand for money. Any price level to the right of

P� is a valid equilibrium. These equilibria all involve speculative hyperinflations.

(Equilibria originating to the left of P� eventually violate a transversality condition

because M=P is exploding as P ! 0.) By itself, (4.32) is not su‰cient to uniquely de-

termine the equilibrium value of P0, even though the nominal quantity of money is

fixed.

Figure 4.3
Equilibrium with a fixed nominal money supply.
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4.5.2 The Fiscal Theory

Standard models in which equilibrium depends on forward-looking expectations of

the price level, a property of the models discussed in chapters 2 and 3, generally

have multiple equilibria. Thus, an additional equilibrium condition may be needed

to uniquely determine the price level. The fiscal theory of the price level focuses on

situations in which the government’s intertemporal budget constraint may supply

that additional condition.

The Basic Idea

The fiscal theory can be illustrated in the context of a model with a representative

household and a government but no capital. The implications of the fiscal theory

will be easiest to see if attention is restricted to perfect-foresight equilibria.

The representative household chooses its consumption and asset holdings opti-

mally, subject to an intertemporal budget constraint. Suppose the period t budget

constraint of the representative household takes the form

Dt þ Ptyt � Tt bPtct þMd
t þ Bd

t ¼ Ptct þ it

1þ it

� �
Md

t þ 1

1þ it

� �
Dd

tþ1;

where Dt is the household’s beginning-of-period financial wealth and Dd
tþ1 ¼

ð1þ itÞBd
t þMd

t . The superscripts denote that Md and Bd are the household’s de-

mand for money and interest-bearing debt. In real terms, this budget constraint

becomes

dt þ yt � tt b ct þmd
t þ bd

t ¼ ct þ it

1þ it

� �
md

t þ 1

1þ rt

� �
d d
tþ1;

where tt ¼ Tt=Pt, m
d
t ¼ Md

t =Pt, 1þ rt ¼ ð1þ itÞð1þ ptþ1Þ, and dt ¼ Dt=Pt. Let

lt; tþi ¼
Yi
j¼1

1

1þ rtþj

� �
be the discount factor, with lt; t ¼ 1. Under standard assumptions, the household

intertemporal budget constraint takes the form

dt þ
Xy
i¼0

lt; tþiðytþi � ttþiÞ ¼
Xy
i¼0

lt; tþi ctþi þ itþi

1þ itþi

� �
md

tþi

� �
: ð4:33Þ

Household choices must satisfy this intertemporal budget constraint. The left side is

the present discounted value of the household’s initial real financial wealth and after-

tax income. The right side is the present discounted value of consumption spending

plus the real cost of holding money. This condition holds with equality because any
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path of consumption and money holdings for which the left side exceeded the right

side would not be optimal; the household could increase its consumption at time t

without reducing consumption or money holdings at any other date. As long as the

household is unable to accumulate debts that exceed the present value of its re-

sources, the right side cannot exceed the left side.

The budget constraint for the government sector, in nominal terms, takes the form

Ptgt þ ð1þ it�1ÞBt�1 ¼ Tt þMt �Mt�1 þ Bt: ð4:34Þ
Dividing by Pt, this can be written as

gt þ dt ¼ tt þ it

1þ it

� �
mt þ 1

1þ rt

� �
dtþ1:

Recursively substituting for future values of dtþi, this budget constraint implies that

dt þ
Xy
i¼0

lt; tþi½gtþi � ttþi � stþi� ¼ lim
T!y

lt; tþTdT ; ð4:35Þ

where st ¼ itmt=ð1þ itÞ is the government’s real seigniorage revenue. In previous

sections, it was assumed that the expenditures, taxes, and seigniorage choices of the

consolidated government (the combined monetary and fiscal authorities) were con-

strained by the requirement that limT!y lt; tþTdT ¼ 0 for all price levels Pt. Policy

paths for ðgtþi; ttþi; stþi; dtþiÞib0 such that

dt þ
Xy
i¼0

lt; tþi½gtþi � ttþi � stþi� ¼ lim
T!y

lt; tþTdT ¼ 0

for all price paths ptþi, ib 0 are called Ricardian policies. Policy paths for ðgtþi; ttþi;

stþi; dtþiÞib0 for which limT!y lt; tþTdT may not equal zero for all price paths are

called non-Ricardian.24

Now consider a perfect-foresight equilibrium. Regardless of whether the govern-

ment follows a Ricardian or a non-Ricardian policy, equilibrium in the goods market

in this simple economy with no capital requires that yt ¼ ct þ gt. The demand for

money must also equal the supply of money: md
t ¼ mt. Substituting yt � gt for ct

and mt for m
d
t in (4.33) and rearranging yields

24. Notice that this usage di¤ers somewhat from the way Sargent (1982) and Aiyagari and Gertler (1985)
employed the terms. In those papers, a Ricardian policy was one in which the fiscal authority fully adjusted
taxes to ensure intertemporal budget balance for all price paths. A non-Ricardian policy was a policy in
which the monetary authority was required to adjust seigniorage to ensure intertemporal budget balance
for all price paths. Both of these policies would be labeled Ricardian under the current section’s use of
the term.
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dt þ
Xy
i¼0

lt; tþi gtþi � ttþi � itþi

1þ itþi

� �
mtþi

� �
¼ 0: ð4:36Þ

Thus, an implication of the representative household’s optimization problem and

market equilibrium is that (4.36) must hold in equilibrium. Under Ricardian policies,

(4.36) does not impose any additional restrictions on equilibrium because the pol-

icy variables are always adjusted to ensure that this condition holds. Under a non-

Ricardian policy, however, it does impose an additional condition that must be

satisfied in equilibrium. To see what this condition involves, use the definition of dt
and seigniorage to write (4.36) as

Dt

Pt

¼
Xy
i¼0

lt; tþi½ttþi þ stþi � gtþi�: ð4:37Þ

At time t, the government’s outstanding nominal liabilities Dt are predetermined by

past policies. Given the present discounted value of the government’s future surpluses

(the right side of (4.37)), the only endogenous variable is the current price level Pt.

The price level must adjust to ensure that (4.37) is satisfied.

Equation (4.37) is an equilibrium condition under non-Ricardian policies, but it is

not the only equilibrium condition. It is still the case that real money demand and

real money supply must be equal. Suppose the real demand for money is given by

(4.19), rewritten here as

Mt

Pt

¼ f ð1þ itÞ: ð4:38Þ

Equations (4.37) and (4.38) must both be satisfied in equilibrium. However, which

two variables are determined jointly by these two equations depends on the assump-

tions that are made about fiscal and monetary policies. For example, suppose the

fiscal authority determines gtþi and ttþi for all ib 0, and the monetary authority

pegs the nominal rate of interest itþi ¼ { for all ib 0. Seigniorage is equal to

{f ð1þ {Þ=ð1þ {Þ and so is fixed by monetary policy. With this specification of mone-

tary and fiscal policies, the right side of (4.37) is given. Since Dt is predetermined at

date t, (4.37) can be solved for the equilibrium price level P�
t given by

P�
t ¼ DtPy

i¼0 lt; tþi½ttþi þ stþi � gtþi� : ð4:39Þ

The current nominal money supply is then determined by (4.38):

Mt ¼ P�
t f ð1þ {Þ:
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One property of this equilibrium is that changes in fiscal policy (g or t) directly alter

the equilibrium price level, even though seigniorage as measured by
Py

i¼0 lt; tþistþi is

una¤ected.25 The finding that the price level is uniquely determined by (4.39) con-

trasts with a standard conclusion that the price level is indeterminate under a nomi-

nal interest rate peg. This conclusion is obtained from (4.38): with i pegged, the right

side of (4.38) is fixed, but this only determines the real supply of money. Any price

level is consistent with equilibrium, as M then adjusts to ensure that (4.38) holds.

Critical to the fiscal theory is the assumption that (4.37), the government’s inter-

temporal budget constraint, is an equilibrium condition that holds at the equilibrium

price level and not a condition that must hold at all price levels. This means that at

price levels not equal to P�
t , the government is planning to run surpluses (including

seigniorage) whose real value, in present discounted terms, is not equal to the govern-

ment’s outstanding real liabilities. Similarly, it means that the government could cut

current taxes, leaving current and future government expenditures and seigniorage

unchanged, and not simultaneously plan to raise future taxes.26 When (4.37) is inter-

preted as a budget constraint that must be satisfied for all price levels, that is, under

Ricardian policies, any decision to cut taxes today (and so lower the right side of

(4.37)) must be accompanied by planned future tax increases to leave the right side

unchanged.

In standard infinite-horizon, representative-agent models, a tax cut (current and

future government expenditures unchanged) has no e¤ect on equilibrium (i.e., Ricar-

dian equivalence holds) because the tax reduction does not have a real wealth e¤ect

on private agents. Agents recognize that in a Ricardian regime, future taxes have

risen in present value terms by an amount exactly equal to the reduction in current

taxes. Alternatively expressed, the government cannot engineer a permanent tax cut

unless government expenditures are also cut (in present value terms). Because the fis-

cal theory of the price level assumes that (4.37) holds only when evaluated at the

equilibrium price level, the government can plan a permanent tax cut. If it does, the

price level must rise to ensure that the new, lower value of discounted surpluses is

again equal to the real value of government debt.

For (4.39) to define an equilibrium price level, it must hold that Dt 0 0. Niepelt

(2004) argued that the fiscal theory cannot hold if there is no initial outstanding stock

of nominal government debt. However, Daniel (2007) showed that one can define

non-Ricardian policies in a consistent manner when the initial stock of debt is zero.

Her argument is most clearly seen in a two-period example. If the monetary author-

25. A change in g or t causes the price level to jump, and this transfers resources between the private sec-
tor and the government. This transfer can also be viewed as a form of seigniorage.

26. However, as Bassetto (2002) emphasized, the ability of the government to run a deficit in any
period under a non-Ricardian policy regime is contrained by the willingness of the public to lend to the
government.
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ity pegs the nominal rate of interest, then any initial value of the price level is consis-

tent with equilibrium, a standard result under interest rate pegs (see chapter 11). The

nominal interest rate peg does pin down the expected inflation rate, or equivalently,

the expected price level in the second period. However, this policy does not pin down

the actual price level in period 2. Under a Ricardian fiscal policy, any realization

of the price level in period 2, consistent with the value expected, is an equilibrium.

If the realized price level were to result in the government’s budget constraint not

balancing, then the Ricardian nature of policy means that taxes and/or spending

must adjust to ensure intertemporal budget balance at the realized price level. Under

a non-Ricardian fiscal policy, only realizations of the price level that satisfy intertem-

poral budget balance can be consistent with an equilibrium. Thus, whatever quantity

of nominal debt the government issued in the first period, the realized price level

must ensure the real value of this debt in period 2 balances with the real value the

government chooses for its primary surplus (including seigniorage). Under rational

expectations, however, a non-Ricardian government cannot systematically employ

price surprises in period 2 to finance spending because the monetary authority’s inter-

est peg has determined the expected value of the period 2 price level. Equilibrium

must be consistent with those expectations.

An interest rate peg is just one possible specification for monetary policy. As an

alternative, suppose as before that the fiscal authority sets the paths for gtþi and

ttþi, but now suppose that the government adjusts tax revenues to o¤set any varia-

tions in seigniorage. In this case, ttþi þ stþi becomes an exogenous process. Then

(4.37) can be solved for the equilibrium price level independent of the nominal

money stock. Equation (4.38) must still hold in equilibrium. If the monetary author-

ity sets Mt, this equation determines the nominal interest rate that ensures that the

real demand for money is equal to the real supply. If the monetary authority sets

the nominal rate of interest, (4.38) determines the nominal money supply. The ex-

treme implication of the fiscal theory (relative to traditional quantity theory results)

is perhaps most stark when the monetary authority fixes the nominal supply of

money: Mtþi ¼ M for all ib 0. Then, under a fiscal policy that makes ttþi þ stþi an

exogenous process, the price level is proportional to Dt and, for a given level of Dt, is

independent of the value chosen for M.

Empirical Evidence on the Fiscal Theory

Under the fiscal theory of the price level, (4.37) holds at the equilibrium value of the

price level. Under traditional theories of the price level, (4.37) holds for all values

of the price level. If only equilibrium outcomes are observed, it will be impossible

empirically to distinguish between the two theories. As Sims (1994, 381) puts it, ‘‘De-

terminacy of the price level under any policy depends on the public’s beliefs about

what the policy authority would do under conditions that are never observed in

equilibrium.’’
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Canzoneri, Cumby, and Diba (2001) examined VAR evidence on the response

of U.S. liabilities to a positive innovation to the primary surplus. Under a non-

Ricardian policy, a positive innovation to tt þ st � gt should increase Dt=Pt (see

(4.37)) unless it also signals future reductions in the surplus, that is, unless

tt þ st � gt is negatively serially correlated. The authors argued that in a Ricardian

regime, a positive innovation to the current primary surplus will reduce real liabil-

ities. This can be seen by writing the budget constraint (4.34) in real terms as

dtþ1 ¼ R½dt � ðtt þ st � gtÞ�: ð4:40Þ
Examining U.S. data, the authors found that the responses are inconsistent with a

non-Ricardian regime. Increases in the surplus are associated with declines in current

and future real liabilities, and the surplus does not display negative serial correlation.

Cochrane pointed out the fundamental problem with this test: both (4.40) and

(4.37) must hold in equilibrium, so it can be di‰cult to develop testable restrictions

that can distinguish between the two regimes. The two regimes have di¤erent impli-

cations only if nonequilibrium values of the price level can be observed.

Bohn (1999) examined the U.S. deficit and debt processes and concluded that the

primary surplus responds positively to the debt to GDP ratio. In other words, a rise

in the debt to GDP ratio leads to an increase in the primary surplus. Thus, the sur-

plus does adjust, and Bohn found that it responds enough to ensure that the inter-

temporal budget constraint is satisfied. This is evidence that the fiscal authority

seems to act in a Ricardian fashion.

Finally, there is an older literature that attempted to estimate whether fiscal defi-

cits tend to lead to faster money growth. Such evidence might be interpreted to imply

a Ricardian regime of fiscal dominance. Some of this literature was reviewed in sec-

tion 4.4.

4.6 Optimal Taxation and Seigniorage

If the government can raise revenue by printing money, how much should it raise

from this source? Suppose only distortionary revenue sources are available. To raise

a given amount of revenue while causing the minimum deadweight loss from tax-

induced distortions, the government should generally set its tax instruments so that

the marginal distortionary cost per dollar of revenue raised is equalized across all

taxes. As first noted by Phelps (1973), this suggests that an optimal tax package

should include some seigniorage. This prescription links the optimal inflation tax to

a more general problem of determining the optimal levels of all tax instruments. If

governments are actually attempting to minimize the distortionary costs of raising

revenue, then the optimal tax literature provides a positive theory of inflation.
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This basic idea is developed in the next section and was originally used by Mankiw

(1987) to explain nominal interest rate setting by the Federal Reserve. However, the

implications of this approach are rejected for industrialized economies (Poterba and

Rotemberg 1990; Trehan and Walsh 1990), although this may not be too surprising

because seigniorage plays a fairly small role as a revenue source for these countries.

Calvo and Leiderman (1992) used the optimal tax approach to examine the experi-

ences of some Latin American economies, with more promising results. A survey of

optimal seigniorage that links the topic with the issues of time inconsistency treated

in chapter 7 can be found in Herrendorf (1997). Section 4.6.2 considers the role infla-

tion might play as an optimal response to the need to finance temporary expenditure

shocks. Section 4.6.3 revisits Friedman’s rule for the optimal rate of inflation in an

explicit general equilibrium framework.

4.6.1 A Partial Equilibrium Model

This section assumes a Ricardian regime in which the government has available to it

two revenue sources. The government can also borrow. It needs to finance a constant

exogenous level of real expenditures g, plus interest on any borrowing. To simplify

the analysis, the real rate of interest is assumed to be constant, and ad hoc descrip-

tions are specified for both money demand and the distortions associated with the

two tax instruments.

With these assumptions, the basic real budget identity of the government can be

obtained by dividing (4.3) by the time t price level to obtain

bt ¼ Rbt�1 þ g� tt � st; ð4:41Þ
where R is the gross interest factor (i.e., 1 plus the rate of interest), t is nonseignior-

age tax revenue, and s is seigniorage revenue. Seigniorage is given by

st ¼ Mt �Mt�1

Pt

¼ mt � mt�1

1þ pt
: ð4:42Þ

Taking expectations of (4.41) conditional on time t information and recursively solv-

ing forward yields the intertemporal budget constraint of the government:

Et

Xy
i¼0

R�iðttþi þ stþiÞ ¼ Rbt�1 þ R

R� 1

� �
g: ð4:43Þ

Note that, given bt�1, (4.43) imposes a constraint on the government because

Et limi!y R�ibtþi has been set equal to zero. Absent this constraint, the problem of

choosing the optimal time path for taxes and seigniorage becomes trivial. Just set

both equal to zero and borrow continually to finance expenditures plus interest, be-

cause debt never needs to be repaid.
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The government is assumed to set tt and the inflation rate pt, as well as planned

paths for their future values to minimize the present discounted value of the distor-

tions generated by these taxes, taking as given the inherited real debt bt�1, the path of

expenditures, and the financing constraint given by (4.43). The assumption that the

government can commit to a planned path for future taxes and inflation is an impor-

tant one. Much of chapter 7 deals with outcomes when governments cannot precom-

mit to future policies.

In order to illustrate the key implications of the joint determination of inflation

and taxes, assume that the distortions arising from income taxes are quadratic in

the tax rate: ðtt þ ftÞ2=2, where f is a stochastic term that allows the marginal costs

of taxes to vary randomly.27 Similarly, costs associated with seigniorage are taken to

equal ðst þ etÞ2=2, where e is a stochastic shift in the cost function. Thus, the present

discounted value of tax distortions is given by

1

2
Et

Xy
i¼0

R�i½ðttþi þ ftþiÞ2 þ ðstþi þ etþiÞ2�: ð4:44Þ

The government’s objective is to choose paths for the tax rate and inflation to mini-

mize (4.44) subject to (4.43).

Letting l represent the Lagrangian multiplier associated with the intertemporal

budget constraint, the necessary first-order conditions for the government’s setting

of t and s take the form

Etðttþi þ ftþiÞ ¼ l; ib 0

Etðstþi þ etþiÞ ¼ l; ib 0:

These conditions simply state that the government will arrange its tax collections to

equalize the marginal distortionary costs across tax instruments, that is, Etðttþi þ
ftþiÞ ¼ Etðstþi þ etþiÞ for each ib 0, and across time, that is, Etðttþi þ ftþiÞ ¼
Etðttþj þ ftþjÞ and Etðstþi þ etþiÞ ¼ Etðstþj þ etþjÞ for all i and j.

For i ¼ 0, the first-order condition implies that tt þ ft ¼ st þ et ¼ l; this represents

an intratemporal optimality condition. Since the value of l will depend on the total

revenue needs of the government, increases in Rg=ðR� 1Þ þ Rbt�1 will cause the

government to increase the revenue raised from both tax sources. Thus, one would

expect to observe tt and st moving in similar directions (given ft and et).

Intertemporal optimality requires that marginal costs be equated across time peri-

ods for each tax instrument:

27. This approach follows that of Poterba and Rotemberg (1990), who specified tax costs directly, as is
done here, although they assumed a more general functional form for which the quadratic specification is
a special case. See also Trehan and Walsh (1988).
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Etttþ1 ¼ tt � Etftþ1 þ ft ð4:45Þ

Etstþ1 ¼ st � Etetþ1 þ et: ð4:46Þ
These intertemporal conditions lead to standard tax-smoothing conclusions; for

each tax instrument, the government will equate the expected marginal distortionary

costs in di¤erent time periods. If the random shocks to tax distortions follow Ið1Þ
processes such that Etftþ1 � ft ¼ Etetþ1 � et ¼ 0, these intertemporal optimality con-

ditions imply that both t and s follow Martingale processes, an implication of the

tax-smoothing model originally developed by Barro (1979). If Etetþ1 � et ¼ 0, (4.46)

implies that changes in seigniorage revenues should be unpredictable based on infor-

mation available at time t.

Changes in revenue sources might be predictable and still be consistent with this

model of optimal taxation if the expected tþ 1 values of f and/or e, conditional on

period t information, are nonzero. For example, if Etetþ1 � et > 0, that is, if the dis-

tortionary cost of seigniorage revenue were expected to rise, it would be optimal to

plan to reduce future seigniorage.

Using a form of (4.46), Mankiw (1987) argued that the near random walk be-

havior of inflation (actually nominal interest rates) is consistent with U.S. mone-

tary policy having been conducted in a manner consistent with optimal finance

considerations. Poterba and Rotemberg (1990) provided some cross-country evidence

on the joint movements of inflation and other tax revenues. In general, this evidence

is not favorable to the hypothesis that inflation (or seigniorage) has been set on the

basis of optimal finance considerations. Although Poterba and Rotemberg found the

predicted positive relationship between tax rates and inflation for the United States

and Japan, there was a negative relationship for France, Germany, and the United

Kingdom.

The implications of the optimal finance view of seigniorage are, however, much

stronger than simply that seigniorage and other tax revenues should be positively

correlated. Since the unit root behavior of both s and t arises from the same source

(their dependence on Rg=ðR� 1Þ þ Rbt�1 through l), the optimizing model of tax

setting has the joint implication that both tax rates and inflation should contain unit

roots (they respond to permanent shifts in government revenue needs) and that they

should be cointegrated.28 Trehan and Walsh (1990) showed that this implication is

rejected for U.S. data.

The optimal finance view of seigniorage fails for the United States because seignior-

age appears to behave more like the stock of debt than like general tax revenues.

Under a tax-smoothing model, temporary variations in government expenditures

28. That is, if f and e are Ið0Þ processes, then t and s are Ið1Þ but t� s ¼ e� f is Ið0Þ.
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should be met through debt financing. Variations in seigniorage should reflect changes

in expected permanent government expenditures or, from (4.46), stochastic shifts in

the distortions associated with raising seigniorage (due to the e realizations). In con-

trast, debt should rise in response to a temporary revenue need (such as a war) and

then gradually decline over time. However, the behavior of seigniorage in the United

States, particularly during the World War II period, mimics that of the deficit much

more than it does that of other tax revenues (Trehan and Walsh 1988).

One drawback of this analysis is that the specification of the government’s objec-

tive function is ad hoc; the tax distortions were not related in any way to the under-

lying sources of the distortions in terms of the allocative e¤ects of taxes or the

welfare costs of inflation. These costs depend on the demand for money; therefore,

the specification of the distortions should be consistent with the particular approach

used to motivate the demand for money.

Calvo and Leiderman (1992) provided an analysis of optimal intertemporal in-

flation taxation using a money demand specification consistent with utility maxi-

mization. They showed that the government’s optimality condition requires that the

nominal rate of interest vary with the expected growth of the marginal utility of con-

sumption. Optimal tax considerations call for high taxes when the marginal utility of

consumption is low and low taxes when the marginal utility of consumption is high.

Thus, models of inflation in an optimal finance setting will generally imply restric-

tions on the joint behavior of inflation and the marginal utility of consumption, not

just on inflation alone. Calvo and Leiderman estimated their model using data from

three countries that have experienced periods of high inflation: Argentina, Brazil,

and Israel. While the overidentifying restrictions implied by their model are not

rejected for the first two countries, they are for Israel.

4.6.2 Optimal Seigniorage and Temporary Shocks

The prescription to smooth marginal distortionary costs over time implies that tax

levels are set on the basis of some estimate of permanent expenditure needs. Allowing

tax rates to fluctuate in response to temporary and unanticipated fluctuations in

expenditures would result in a higher total e‰ciency loss in present value terms be-

cause of the distortions induced by non-lump-sum taxes. As extended to seigniorage

by Mankiw (1987), the same argument implies that seigniorage should be set on the

basis of permanent expenditure needs and not adjusted in response to unanticipated

temporary events.

The allocative distortions induced by the inflation tax, however, were shown in

chapters 2 and 3 to be based on anticipated inflation. Consumption, labor supply,

and money holding decisions are made by households on the basis of expected in-

flation, and for this reason variations in expected inflation generate distortions. In

contrast, unanticipated inflation has wealth e¤ects but no substitution e¤ects. It
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therefore serves as a form of lump-sum tax. Given real money holdings, which are

based on the public’s expectations about inflation, a government interested in mini-

mizing distortionary tax costs should engineer a surprise inflation. If su‰cient reve-

nue could be generated in this way, socially costly distortionary taxes could be

avoided.29

Unfortunately, private agents are likely to anticipate that the government will have

an incentive to attempt a surprise inflation; the outcome in such a situation is the

major focus of chapter 7. But suppose the government can commit itself to, on aver-

age, only inflating at a rate consistent with its revenue needs based on average

expenditures. That is, average inflation is set according to permanent expenditures,

as implied by the tax-smoothing model. But if there are unanticipated fluctuations

in expenditures, these should be met through socially costless unanticipated inflation.

Calvo and Guidotti (1993) made this argument rigorous. They showed that when

the government can commit to a path for anticipated inflation, it is optimal for unan-

ticipated inflation to respond flexibly to unexpected disturbances. This implication is

consistent with the behavior of seigniorage in the United States, which for most of

the twentieth century followed a pattern that appeared to be more similar to that of

the federal government deficit than to a measure of the average tax rate. During war

periods, when most of the rise in expenditures could be viewed as temporary, taxes

were not raised su‰ciently to fund the war e¤ort. Instead, the U.S. government bor-

rowed heavily, just as the Barro tax-smoothing model implies. But the United States

did raise the inflation tax; seigniorage revenues rose during the war, falling back to

lower levels at the war’s conclusion. This behavior is much closer to that implied by

Calvo and Guidotti’s theory than to the basic implications of Mankiw’s.30

4.6.3 Friedman’s Rule Revisited

The preceding analysis has gone partway toward integrating the choice of inflation

with the general public finance choice of tax rates, and the discussion was motivated

by Phelps’s conclusion that if only distortionary tax sources are available, some rev-

enue should be raised from the inflation tax. However, this conclusion has been ques-

tioned by Kimbrough (1986a; 1986b); Faig (1988); Chari, Christiano, and Kehoe

(1991; 1996); and Correia and Teles (1996; 1999).31 They showed that there are con-

ditions under which Friedman’s rule for the optimal inflation rate—a zero nominal

29. Auernheimer (1974) provided a guide to seigniorage for an ‘‘honest’’ government, one that does not
generate revenue by allowing the price level to jump unexpectedly, even though this would represent an
e‰cient lump-sum tax.

30. Chapter 8 revisits the optimal choice of taxes and inflation in a new Keynesian model.

31. An early example of the use of optimal tax models to study the optimal inflation rate issue is Drazen
(1979). See also Walsh (1984). Chari and Kehoe (1999) provided a survey.
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rate of interest—continues to be optimal even in the absence of lump-sum taxes.

Mulligan and Sala-i-Martin (1997) provided a general discussion of the conditions

necessary for taxing (or not taxing) money.

This literature integrates the question of the optimal inflation tax into the general

problem of optimal taxation. By doing so, the analysis can build on findings in the

optimal tax literature that identify situations in which the structure of optimal indi-

rect taxes calls for di¤erent final goods to be taxed at the same rate or for the tax rate

on goods that serve as intermediate inputs to be zero (see Diamond and Mirrlees

1971; Atkinson and Stiglitz 1972). Using an MIU approach, for example, treats

money as a final good; in contrast, a shopping-time model, or a more general model

in which money serves to produce transaction services, treats money as an inter-

mediate input. Thus, it is important to examine the implications these alternative

assumptions about the role of money have for the optimal tax approach to inflation

determination, and how optimal inflation tax results might depend on particular

restrictions on preferences or on the technology for producing transaction services.

The Basic Ramsey Problem

The problem of determining the optimal structure of taxes to finance a given level

of expenditures is called the Ramsey problem, after the classic treatment of Frank

Ramsey (1928). In the representative-agent models studied here, the Ramsey prob-

lem involves setting taxes to maximize the utility of the representative agent, subject

to the government’s revenue requirement.

The following static Ramsey problem, based on Mulligan and Sala-i-Martin

(1997), can be used to highlight the key issues. The utility of the representative agent

depends on consumption, real money balances, and leisure:

u ¼ uðc;m; lÞ:
Agents maximize utility subject to the following budget constraint:

f ðnÞb ð1þ tÞcþ tmm; ð4:47Þ
where f ðnÞ is a standard production function, n ¼ 1� l is the supply of labor, c is

consumption, t is the consumption tax, tm ¼ i=ð1þ iÞ is the tax on money, and m is

the household’s holdings of real money balances. The representative agent picks con-

sumption, money holdings, and leisure to maximize utility, taking the tax rates as

given. Letting l be the Lagrangian multiplier on the budget constraint, the first-order

conditions from the agent’s maximization problem are

uc ¼ lð1þ tÞ ð4:48Þ
um ¼ ltm ð4:49Þ
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ul ¼ lf 0: ð4:50Þ
From these first-order conditions and the budget constraint, the choices of c, m,

and l can be expressed as functions of the two tax rates: cðt; tmÞ, mðt; tmÞ, and

lðt; tmÞ.
The government’s problem is to set t and tm to maximize the representative agent’s

utility, subject to three types of constraints. First, the government must satisfy its

budget constraint; tax revenues must be su‰cient to finance expenditures. This con-

straint takes the form

tcþ tmmb g; ð4:51Þ
where g is real government expenditures. These expenditures are taken to be exoge-

nous. Second, the government is constrained by the fact that consumption, labor sup-

ply, and real money must be consistent with the choices of private agents. That

means that (4.48)–(4.50) represent constraints on the government’s choices. Finally,

the government is constrained by the economy’s resource constraint:

f ð1� lÞb cþ g: ð4:52Þ
The government’s problem is to pick t and tm to maximize uðc;m; lÞ subject to

(4.48)–(4.52).

There are two approaches to solving this problem. The first approach, often called

the dual approach, employs the indirect utility function to express utility as a func-

tion of taxes. These tax rates are treated as the government’s control variables,

and the optimal values of the tax rates are found by solving the first-order conditions

from the government’s optimization problem. The second approach, called the

primal approach, treats quantities as the government’s controls. The tax rates are

found from the representative agent’s first-order conditions to ensure that private

agents choose the quantities that solve the government’s maximization problem.

The dual approach is considered first, and the primal approach is discussed later in

this section.

The government’s problem can be written as

max
t; tm

fvðt; tmÞ þ m½tmmðt; tmÞ þ tcðt; tmÞ � g� þ y½ f ð1� lðt; tmÞÞ � cðt; tmÞ � g�g;

where vðt; tmÞ ¼ u½cðt; tmÞ;mðt; tmÞ; lðt; tmÞ� is the indirect utility function, and m and

y are Lagrangian multipliers on the budget and resource constraints. Notice that the

constraints represented by (4.48)–(4.50) have been incorporated by writing consump-

tion, money balances, and leisure as functions of the tax rates. The first-order condi-

tions for the two taxes are
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vt þ mðtmmt þ cþ tctÞ � yð f 0lt þ ctÞa 0

vtm þ mðmþ tmmtm þ tctmÞ � yð f 0ltm þ ctmÞa 0;

where vt ¼ ucct þ ummt þ ullt and vtm ¼ ucctm þ ummtm þ ulltm . These conditions will

hold with equality if the solution is an interior one with positive taxes on both con-

sumption and money. If the left side of the second first-order condition is negative

when evaluated at a zero tax on money, then a zero tax on money ðtm ¼ 0Þ will be
optimal. From the resource constraint (4.52), �f 0lx � cx ¼ 0 for x ¼ t, tm since g is

fixed, so the two first-order conditions can be simplified to yield

ucct þ ummt þ ullt þ mðtmmt þ cþ tctÞa 0 ð4:53Þ
ucctm þ ummtm þ ulltm þ mðmþ tmmtm þ tctmÞa 0: ð4:54Þ
The first three terms in (4.53) can be written using the agent’s first-order conditions

and the budget constraint (4.47) as

ucct þ ummt þ ullt ¼ ul
uc

ul
ct þ um

ul
mt þ lt

� �

¼ ul

f 0

� �
½ð1þ tÞct þ tmmt þ f 0lt�:

However, di¤erentiating the budget constraint (4.47) by t yields

cþ ð1þ tÞct þ tmmt þ f 0lt ¼ 0;

so ucct þ ummt þ ullt ¼ �ðul=f 0Þc. Thus, (4.53) becomes

ul

f 0

� �
cb mðtmmt þ cþ tctÞ;

while following similar steps implies that (4.54) becomes

ul

f 0

� �
mb mðmþ tmmtm þ tctmÞ:

Hence, if the solution is an interior one with positive taxes on consumption and

money holdings,

m

c
¼ mþ tmmtm þ tctm

tmmt þ cþ tct
: ð4:55Þ

To interpret this condition, note that vtm ¼ ucctm þ ummtm þ ulltm ¼ �ulm=f 0 is the
e¤ect of the tax on money on utility, and vt ¼ ucct þ ummt þ ullt ¼ �ulc=f

0 is the ef-

178 4 Money and Public Finance



fect of the consumption tax on utility. Thus, their ratio, m=c, is the marginal rate of

substitution between the two tax rates, holding constant the utility of the representa-

tive agent.32 The right side of (4.55) is the marginal rate of transformation, holding

the government’s revenue constant.33 At an optimum, the government equates the

marginal rates of substitution and transformation.

Our interest is in determining when the Friedman rule, tm ¼ 0, is optimal. Assume,

following Friedman, that at a zero nominal interest rate, the demand for money is

finite. Since the tax on consumption must be positive if the tax on money is zero

(since the government does need to raise revenue), (4.53) will hold with equality.

Then

m

c
b

mþ tmmtm þ tctm
tmmt þ cþ tct

; ð4:56Þ

or

m

mþ tmmtm þ tctm
b

c

tmmt þ cþ tct
:

The left side is proportional to the marginal impact of the inflation tax on utility per

dollar of revenue raised. The right side is proportional to the marginal impact of the

consumption tax on utility per dollar of revenue raised. If the inequality is strict at

tm ¼ 0, then the distortion caused by using the inflation tax (per dollar of revenue

raised) exceeds the cost of raising that same revenue with the consumption tax.

Thus, it is optimal to set the tax on money equal to zero if

m

c
b

mþ tctm
cþ tct

; ð4:57Þ

or (since ct a 0)

32. That is, if vðt; tmÞ is the utility of the representative agent as a function of the two tax rates, then
vt dtþ vtm dtm ¼ 0 yields

dt

dtm
¼ � vtm

vt
¼ �m

c
:

33. That is, from the government’s budget constraint,

ðmþ tmmtm þ tctm Þ dtm þ ðtmmt þ cþ tctÞ dt ¼ 0;

yielding

dtm

dt
¼ � tmmt þ cþ tct

mþ tmmtm þ tctm
:
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m

c
a

ctm
ct

; ð4:58Þ

where these expressions are evaluated at tm ¼ 0.34

Mulligan and Sala-i-Martin (1997) considered (4.56) for a variety of special cases

that have appeared in the literature. For example, if utility is separable in consump-

tion and money holdings, then ctm ¼ 0; in this case, the right side of (4.58) is equal to

zero, and the left side is positive. Hence, (4.58) cannot hold, and it is optimal to tax

money.

A second case that leads to clear results occurs if ctm > 0. In this case, the right

side of (4.58) is negative (since ct < 0, an increase in the consumption tax reduces

consumption). Since the left side is non-negative, m=c > ctm=ct, and money should

always be taxed. This corresponds to a case in which money and consumption are

substitutes so that an increase in the tax on money (which reduces money holdings)

leads to an increase in consumption. Finally, if money and consumption are comple-

ments, ctm < 0. The ratio ctm=ct is then positive, and whether money is taxed will de-

pend on a comparison of m=c and ctm=ct. Recall that the calibration exercises in

chapter 2 used parameter values that implied that m and c were complements.

Chari, Christiano, and Kehoe (1996) examined the optimality of the Friedman

rule in an MIU model with taxes on consumption, labor supply, and money. They

showed that if preferences are homothetic in consumption and money balances and

separable in leisure, the optimal tax on money is zero. When preferences satisfy these

assumptions, one can write

uðc;m; lÞ ¼ u½sðc;mÞ; l�;
where sðc;mÞ is homothetic.35 Mulligan and Sala-i-Martin (1997) showed that in this

case,

m

c
¼ ctm

ct
;

so (4.58) implies that the optimal tax structure yields tm ¼ 0.

Chari, Christiano, and Kehoe related their results to the optimal taxation litera-

ture in public finance. Atkinson and Stiglitz (1972) showed that if two goods are

produced under conditions of constant returns to scale, a su‰cient condition for

uniform tax rates is that the utility function is homothetic. With equal tax rates, the

ratio of marginal utilities equals the ratio of producer prices. To see how this applies

34. This is Proposition 2 in Mulligan and Sala-i-Martin (1997, 692).

35. Homothetic preferences imply that sðc;mÞ is homogeneous of degree 1 and that si is homogeneous of
degree 0. With homothetic preferences, indi¤erence curves are parallel to each other, with constant slope
along any ray; s2ðc;mÞ=s1ðc;mÞ ¼ f ðm=cÞ.
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in the present case, suppose the budget constraint for the representative household

takes the form

ð1þ tct ÞQtct þMt þ Bt ¼ ð1� tht ÞQtð1� ltÞ þ ð1þ it�1ÞBt�1 þMt�1;

where M and B are the nominal money and bond holdings, i is the nominal rate of

interest, Q is the producer price of output, and tc and th are the tax rates on con-

sumption ðcÞ and hours of work ð1� lÞ. In addition, it is assumed that the pro-

duction function exhibits constant returns to scale and that labor hours, 1� l,

are transformed into output according to y ¼ 1� l. Define P1 ð1þ tcÞQ. House-

hold real wealth is wt ¼ ðMt þ BtÞ=Pt ¼ mt þ bt, and the budget constraint can be

written as

ct þ wt ¼ 1� tht
1þ tct

� �
ð1� ltÞ þ ð1þ rt�1Þbt�1 þ mt�1

1þ pt

¼ ð1� ttÞð1� ltÞ þ ð1þ rt�1Þwt�1 � it�1

1þ pt

� �
mt�1; ð4:59Þ

where 1� tt 1 ð1� tht Þ=ð1þ tct Þ and ð1þ rt�1Þ ¼ ð1þ it�1Þ=ð1þ ptÞ, and pt ¼
Pt=Pt�1 � 1. Thus, the consumption and labor taxes only matter through the com-

posite tax t, so without loss of generality, set the consumption tax equal to zero. If

the representative household’s utility during period t is given by u½sðc;mÞ; l� and the

household maximizes Et

Py
i¼0 b

iu½sðctþi;mtþiÞ; ltþi� subject to the budget constraint

given by (4.59), then the first-order conditions for the household’s decision problem

imply that consumption, money balances, and leisure will be chosen such that

umðct;mt; ltÞ
ucðct;mt; ltÞ ¼ smðct;mtÞ

scðct;mtÞ ¼ it

1þ it
1 tm; t:

With the production costs of money assumed to be zero, the ratio of marginal util-

ities di¤ers from the ratio of production costs unless tm; t ¼ 0. Hence, with prefer-

ences that are homothetic in c and m, the Atkinson-Stiglitz result implies that it will

be optimal to set the nominal rate of interest equal to zero.

Correia and Teles (1999) considered other cases in which (4.57) holds so that the

optimal tax on money equals zero. They followed M. Friedman (1969) in assuming a

satiation level of money holdings m� such that the marginal utility of money is posi-

tive for m < m� and nonpositive for mbm�. This satiation level can depend on c

and l. Correia and Teles showed that the optimal tax on money is zero if m� ¼ kc

for a positive constant k. They also showed that the optimal tax on money is zero if

m� ¼ y. Intuitively, at an optimum, the marginal benefit of additional money hold-

ings must balance the cost of the marginal e¤ect on government revenues. This
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contrasts with the case of normal goods, where the marginal benefit must balance the

costs of the marginal impact on the government’s revenue and the marginal resource

cost of producing the goods. Money, in contrast, is assumed to be costless to pro-

duce. At the satiation point, the marginal benefit of money is zero. The conditions

studied by Correia and Teles ensure that the marginal revenue e¤ect is also zero.

Friedman’s rule for the optimal rate of inflation can be recovered even in the ab-

sence of lump-sum taxes. But it is important to recognize that the restrictions on

preferences necessary to restore Friedman’s rule are very strong and, as discussed by

Braun (1991), di¤erent assumptions about preferences will lead to di¤erent conclu-

sions. The assumption that the ratio of the marginal utilities of consumption and

money is independent of leisure can certainly be questioned. However, it is very

common in the literature to assume separability between leisure, consumption, and

money holdings. The standard log utility specification, for example, displays this

property and so would imply that a zero nominal interest rate is optimal.

A CIA Model

The examples so far have involved MIU specifications. Suppose instead that the con-

sumer faces a CIA constraint on a subset of its purchases. Specifically, assume that

c1 represents cash goods, and c2 represents credit goods. Let l denote leisure. The

household’s objective is to maximize

Et

Xy
i¼0

b iUðc1; tþi; c2; tþi; ltþiÞ

subject to the budget constraint

ð1þ tct ÞQtðc1; t þ c2; tÞ þMt þ Bt ¼ ð1� tht ÞQtð1� ltÞ þ ð1þ it�1ÞBt�1 þMt�1;

where variables are as defined previously. In addition, the CIA constraint requires

that

c1; t a
mt�1

1þ pt
:

Before considering when the optimal inflation tax might be positive, ignore the

credit good c2 for the moment so that the model is similar to the basic CIA model

studied in chapter 3. Recall that inflation served as a tax on labor supply in that

model. But according to the budget constraint, the government already has, in th, a

tax on labor supply. Thus, the inflation tax is redundant.36 Because it is redundant,

the government can achieve an optimal allocation without using the inflation tax.

36. See Chari, Christiano, and Kehoe (1996).
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In a cash-and-credit-goods economy, the inflation tax is no longer redundant if

the government cannot set di¤erent commodity taxes on the two types of goods. So

returning to the model with both cash and credit goods, the first-order conditions for

the household’s decision problem imply that consumption and leisure will be chosen

such that

U1ðc1; t; c2; t; ltÞ
U2ðc1; t; c2; t; ltÞ ¼ 1þ it:

The analysis of Atkinson and Stiglitz (1972) implies that if preferences are homo-

thetic in c1; t and c2; t, the ratio of the marginal utility of cash and credit goods should

equal 1, the ratio of their production prices. This occurs only if i ¼ 0; hence, homo-

thetic preferences imply that the nominal rate of interest should be set equal to zero.

But this is just the Friedman rule for the optimal rate of inflation.

Thus, the optimal inflation tax should be zero if for all l > 0,

U1ðlc1; t; lc2; t; ltÞ
U2ðlc1; t; lc2; t; ltÞ ¼

U1ðc1; t; c2; t; ltÞ
U2ðc1; t; c2; t; ltÞ ; ð4:60Þ

in which case the utility function has the form

Uðc1; c2; lÞ ¼ Vðfðc1; c2Þ; lÞ;
where f is homogeneous of degree 1. If this holds, the government should avoid

using the inflation tax even though it must rely on other distortionary taxes. Positive

nominal rates of interest impose an e‰ciency cost by distorting the consumer’s choice

between cash and credit goods.37

How reasonable is this condition? Recall that no explanation has been o¤ered for

why one good is a cash good and the other is a credit good. This distinction has sim-

ply been assumed, and therefore it is di‰cult to argue intuitively why the preferences

for cash and credit goods should (or should not) satisfy condition (4.60). In aggregate

analysis, it is common to combine all goods into one composite good; this is standard

in writing utility as uðc; lÞ, with c representing an aggregation over all consumption

goods. Interpreting c as fðc1; c2Þ, where f is a homogeneous of degree 1 aggregator

function, implies that preferences would satisfy the properties necessary for the opti-

mal inflation tax to be zero. However, this is not an innocuous restriction. It requires,

for example, that the ratio of the marginal utility of co¤ee at the local co¤ee cart (a

37. As Chari, Christiano, and Kehoe (1996) noted, the preference restrictions are su‰cient for the Fried-
man rule to be optimal but not necessary. For example, in the cash/credit model, suppose preferences are
not homothetic and the optimal tax structure calls for taxing credit goods more heavily. A positive nomi-
nal interest rate taxes cash goods, and negative nominal rates are not feasible. Thus, a corner solution can
arise in which the optimal nominal interest rate is zero. This assumes that the government cannot impose
separate goods taxes on cash and credit goods.
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cash good) to that of books at the bookstore (a credit good) remain constant if co¤ee

and book consumption double.

Money as an Intermediate Input

The approach in the previous sections motivated a demand for money by including

real money balances as an element of the representative agent’s utility function or by

imposing a CIA constraint that applied to a subset of goods. If the role of money

arises because of the services it provides in facilitating transactions, then it might be

more naturally viewed as an intermediate good, a good used as an input in the pro-

duction of the final goods that directly enter the utility function. The distinction be-

tween final goods and intermediate goods is important for determining the optimal

structure of taxation; Diamond and Mirrlees (1971), for example, showed that under

certain conditions it may be optimal to tax only final goods. In particular, when the

government can levy taxes on each final good, intermediate goods should not be

taxed.

The importance of money’s role as an intermediate input was first stressed by

Kimbrough (1986a; 1986b) and Faig (1988).38 Their work suggested that the Fried-

man rule might apply even in the absence of lump-sum taxes, and conclusions to the

contrary arose from the treatment of money as a final good that enters the utility

function directly. Under conditions of constant returns to scale, the Diamond-

Mirrlees result called for e‰ciency in production, implying that money and labor

inputs into producing transactions should not be taxed. Since the MIU approach is

usually used as a shortcut for modeling situations in which money serves as a me-

dium of exchange by facilitating transactions, the work of Kimbrough and Faig indi-

cates that such shortcuts can have important implications. However, the requirement

that taxes be available for every final good is not satisfied in practice, and the proper-

ties of the transactions technology of the economy are such that until these are better

understood, there is no clear case for assuming constant returns to scale.

Correia and Teles (1996) provided further results on the applicability of the Fried-

man rule. They showed that Friedman’s result holds for any shopping-time model in

which shopping time is a homogeneous function of consumption and real money bal-

ances. To investigate this result, and to illustrate the primal approach to the Ramsey

problem, consider a generalized shopping-time model in which money and time are

inputs into producing transaction services. Specifically, assume that the representa-

tive agent has a total time allocation normalized to 1, which can be allocated to lei-

sure ðlÞ, market activity ðnÞ, or shopping ðnsÞ:

lt þ nt þ ns
t ¼ 1: ð4:61Þ

38. See also Guidotti and Végh (1993).
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Shopping time depends on the agent’s choice of consumption and money holdings,

with ns
t increasing in ct and decreasing in mt according to the shopping production

function

ns
t ¼ Gðct;mtÞ:

Assume that G is homogeneous of degree h, so that Gðltct; ltmtÞ ¼ lh
t Gðct;mtÞ. Let-

ting lt ¼ 1=ct,

ns
t ¼ c

h
t G 1;

mt

ct

� �
1 c

h
t g

mt

ct

� �
:

In addition, assume that g is a convex function, g 0 a 0, g 00 b 0, which implies that

shopping time is nonincreasing in mt=ct but real money balances exhibit diminishing

marginal productivity. Constant returns to scale correspond to h ¼ 1. Assume that

there exists a level of real balances relative to consumption m such that g 0ðxÞ ¼ 0 for

xb m, corresponding to a satiation level of real balances.

The representative agent chooses paths for consumption, labor supply, money

holdings, and capital holdings to maximize

Xy
i¼0

b iu ctþi; 1� ntþi � c
h
tþig

mtþi

ctþi

� �� �
ð4:62Þ

subject to the following budget constraint:

wt 1
1þ it�1

1þ pt

� �
dt�1 � it�1

1þ pt

� �
mt�1 b ct þ dt � ð1� ttÞ f ðntÞ; ð4:63Þ

where f ðntÞ is a standard, neoclassical production function, tt is the tax rate on in-

come, dt ¼ mt þ bt is total real assets holdings, equal to government interest-bearing

debt holdings ðbtÞ plus real money holdings, it�1 is the nominal interest rate from

t� 1 to t, and pt is the inflation rate from t� 1 to t. Notice that capital accumulation

is ignored in this analysis. Further assume that initial conditions include Mt�1 ¼ Bt�1

¼ 0, where these are the nominal levels of money and bond stocks. A final important

assumption in Correia and Teles’s analysis is that production exhibits constant

returns to scale, with f ðnÞ ¼ 1� l � ns.39

39. Notice that the utility function in (4.62) can be written as vðctþi;mtþi; ntþiÞ and so can be used to
justify an MIU function (see section 3.3.1). When the shopping-time function takes the form assumed
here, Correia and Teles (1999) show that m� ¼ kc for a positive constant k, where m� is the satiation level
of money balances such that g 0ðm�=cÞ ¼ 0. As noted earlier, the optimal tax on money is zero when
m� ¼ kc.
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The government’s optimal tax problem is to pick time paths for ttþi and itþi to

maximize (4.62) subject to the economy resource constraint ct þ gt a 1� lt � ns
t and

to the requirement that consumption and labor supply be consistent with the choices

of private agents. Following Lucas and Stokey (1983), this problem can be recast by

using the first-order conditions from the individual agent’s decision problem to ex-

press, in terms of the government’s tax instruments, the equilibrium prices that will

support the paths of consumption and labor supply that solve the government’s

problem. This leads to an additional constraint on the government’s choices and

can be summarized in terms of an implementability condition.

To derive this implementability condition, start with the first-order conditions for

the representative agent’s problem. Define the value function

vðwtÞ ¼ max
ct;nt;mt;dt

u ct; 1� nt � c
h
t g

mt

ct

� �� �
þ bvðwtþ1Þ

� �
;

where the maximization is subject to the budget constraint (4.63). Letting lt denote

the Lagrangian multiplier associated with the time t budget constraint, the first-order

conditions imply

uc � ul hg�m

c
g 0

� �
c
h�1
t ¼ lt ð4:64Þ

ul ¼ ltð1� ttÞ ð4:65Þ

�ulg
0ch�1
t ¼ ltIt ð4:66Þ

lt ¼ bRtltþ1; ð4:67Þ
where It ¼ it=ð1þ itÞ and the real interest rate is Rt ¼ ð1þ itÞ=ð1þ ptþ1Þ.

The next step is to recast the budget constraint (4.63). This constraint can be writ-

ten as

Rt�1dt�1 ¼
Xy
i¼0

Di½ctþi � ð1� ttþiÞð1� ltþi � ns
tþiÞ þ Rt�1þiIt�1þimt�1þi�; ð4:68Þ

where a no Ponzi condition is imposed and the discount factor Di is defined as

Di ¼ 1 for i ¼ 0 and Di ¼
Q i

j¼1 R
�1
tþj�1 for ib 1. Since it is assumed that the initial

stocks of money and bonds equal zero, dt�1 ¼ 0, so the right side of (4.68) must also

equal zero.40 The implementability condition is obtained by replacing the prices in

40. If the government’s initial nominal liabilities were positive, it would be optimal to immediately inflate
away their value because this would represent a nondistortionary source of revenue. It is to avoid this out-
come that the initial stocks are assumed to be zero.
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this budget constraint using the first-order conditions of the agent’s problem to ex-

press the prices in terms of quantities.41

Recalling that chg ¼ ns, first multiply and divide the intertemporal budget con-

straint by ltþi; then use the result from the first-order conditions (4.67) that Di ¼
b iD0ltþi=lt to write (4.68) as42

Xy
i¼0

b i½ltþictþi � ltþið1� ttþiÞð1� ltþi � ns
tþiÞ þ ltþiItþimtþi� ¼ 0:

Now use the first-order conditions (4.64)–(4.66) to obtain

Xy
i¼0

b i uc � ul hg� ul
m

c
g 0

� �
c
h�1
tþi

� �
ctþi � ulð1� ltþi � ns

tþiÞ � ul
mtþi

ctþi

g 0chtþi

� �
¼ 0:

Since the term ul
m
c
g 0chtþi appears twice, with opposite signs, these cancel, and this

condition becomes

Xy
i¼0

b i½ucctþi � ulð1� ltþiÞ þ ulð1� hÞns
tþiÞ� ¼ 0: ð4:69Þ

Equation (4.69) is the implementability condition. The government’s problem now is

to choose ctþi, mtþi, and ltþi to maximize the utility of the representative agent, sub-

ject to the economy’s resource constraint, the production function for shopping time,

and (4.69). That is, max
P

b iuðctþi; ltþiÞ subject to (4.69) and ct þ gt a ð1� lt � ns
t Þ,

where ns
t ¼ gðmt=ctÞcht . This formulation of the Ramsey problem illustrates the pri-

mal approach; the first-order conditions for the representative agent are used to elim-

inate prices from the agent’s intertemporal budget constraint.

Since m appears in this problem only in the production function for shopping time,

the first-order condition for the optimal choice of mtþ1 is

½b iculð1� hÞ � mtþi�g 0 ¼ 0; ð4:70Þ

41. The price of consumption is 1, the price of leisure is 1� t, and the price of real balances is I .

42. This uses the fact that mt�1 ¼ 0, soX
i¼0

DiRt�1þiIt�1þimt�1þi ¼
X
i¼1

DiRt�1þiIt�1þimt�1þi ¼
X
i¼1

Di�1It�1þimt�1þi

¼
X
i¼1

Di�1

lt�1þi

lt�1þiIt�1þimt�1þi ¼
X
i¼0

Di

ltþi

ltþiItþimtþi

¼ 1

lt

X
i¼0

b iltþiItþimtþi:

4.6 Optimal Taxation and Seigniorage 187



where cb 0 is the Lagrangian multiplier on the implementability constraint (4.69)

and mb 0 is the Lagrangian multiplier on the resource constraint. Correia and Teles

showed that b iculð1� hÞ � mtþi ¼ 0 cannot characterize the optimum, so for (4.70)

to be satisfied requires that g 0 ¼ 0. From the first-order conditions in the representa-

tive agent’s problem, �ulg
0ch�1
t ¼ ltIt; this implies that g 0 ¼ 0 requires I ¼ 0. That

is, the nominal rate of interest should equal zero and the optimal tax on money

should be zero.

The critical property of money, according to Correia and Teles, is its status as a

free primary good. Free in this context means that it can be produced at zero variable

cost. The costless production assumption is standard in monetary economics, and it

provided the intuition for Friedman’s original result. With a zero social cost of pro-

duction, optimality requires that the private cost also be zero. This occurs only if the

nominal rate of interest is zero.

It is evident that there are general cases in which Phelps’s conclusion does not

hold. Even in the absence of lump-sum taxation, optimal tax policy should not

distort the relative price of cash and credit goods or distort money holdings. But, as

discussed by Braun (1991) and Mulligan and Sala-i-Martin (1997), di¤erent assump-

tions about preferences or technology can lead to di¤erent conclusions. Correia and

Teles (1999) attempted to quantify the deviations from the Friedman rule when the

preference and technology restrictions required for a zero nominal interest rate to be

optimal do not hold. They found that the optimal nominal rate of interest is still

close to zero.

4.6.4 Nonindexed Tax Systems

Up to this point, the discussion has assumed that the tax system is indexed so that

taxes are levied on real income; a one-time change in all nominal quantities and the

price level would leave the real equilibrium unchanged. This assumption requires

that a pure price change have no e¤ect on the government’s real tax revenues or the

tax rates faced by individuals and firms in the private sector. Most actual tax sys-

tems, however, are not completely indexed to ensure that pure price level changes

leave real tax rates and real tax revenue unchanged. Inflation-induced distortions

generated by the interaction of inflation and the tax system have the potential to be

much larger than the revenue-related e¤ects on which most of the seigniorage and

optimal inflation literature has focused. Feldstein (1998) analyzed the net benefits of

reducing inflation from 2 percent to zero,43 and he concluded that for his preferred

parameter values, the e¤ects due to reducing distortions related to the tax system are

roughly twice those associated with the change in government revenue.

43. Feldstein allowed for an upward bias in the inflation rate, as measured by the consumer price index, so
that his estimates apply to reducing consumer price inflation from 4 percent to 2 percent.
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One important distortion arises when nominal interest income, and not real inter-

est income, is taxed. After-tax real rates of return will be relevant for individual

agents in making savings and portfolio decisions, and if nominal income is subject

to a tax rate of t, the real after-tax return will be

ra ¼ ð1� tÞi � p

¼ ð1� tÞr� tp;

where i ¼ rþ p is the nominal return and r is the before-tax real return. Thus, for

a given pretax real return r, the after-tax real return is decreasing in the rate of

inflation.

To see how this distortion a¤ects the steady-state capital-labor ratio, consider the

basic MIU model of chapter 2 with an income tax of t on total nominal income.

Nominal income is assumed to include any nominal capital gain on capital holdings:

Yt 1Pt f ðkt�1Þ þ it�1Bt�1 þ PtTt þ ðPt � Pt�1Þð1� dÞkt�1:

The representative agent’s budget constraint becomes

ð1� tÞYt ¼ Ptct þ Ptkt � Ptð1� dÞkt�1 þ ðBt � Bt�1Þ þ ðMt �Mt�1Þ;
where M is the agent’s nominal money holdings, B is his bond holdings, and PtTt is a

nominal transfer payment.44 In real terms, the budget constraint becomes45

ð1� tÞ f ðkt�1Þ þ it�1bt�1

1þ pt
þ Tt

� �
� t

pt

1þ pt

� �
ð1� dÞkt�1

¼ ct þ kt � ð1� dÞkt�1 þ bt � bt�1

1þ pt

� �
þ mt � mt�1

1þ pt

� �
:

Assuming the agent’s objective is to maximize the present discounted value of

expected utility, which depends on consumption and money holdings, the first-order

conditions for capital and bonds imply, in the steady state,

ð1� tÞ fkðkÞ þ 1þ ð1� tÞp
1þ p

� �
ð1� dÞ ¼ 1

b
ð4:71Þ

44. For simplicity, assume that T is adjusted in a lump-sum fashion to ensure that variations in inflation
and the tax rate on income leave the government’s budget balanced. Obviously, if lump-sum taxes actually
were available, the optimal policy would involve setting t ¼ 0 and following Friedman’s rule for the opti-
mal rate of inflation. The purpose here is to examine the e¤ects of a nonindexed tax system on the steady-
state capital stock in the easiest possible manner.

45. This formulation assumes that real economic depreciation is tax-deductible. If depreciation allowances
are based on historical nominal cost, a further inflation-induced distortion would be introduced.

4.6 Optimal Taxation and Seigniorage 189



and

ð1� tÞ 1þ i

1þ p

� �
þ t

1þ p
¼ 1

b
: ð4:72Þ

The steady-state capital-labor ratio is determined by

fkðkssÞ ¼ 1

1� t

� �
1

b
� 1þ ð1� tÞp

1þ p

� �
ð1� dÞ

� �
:

Since ½1þ ð1� tÞp�=ð1þ pÞ is decreasing in p, kss is decreasing in the inflation rate.

Higher inflation leads to larger nominal capital gains on existing holdings of capital,

and since these are taxed, inflation increases the e¤ective tax rate on capital.

Equation (4.72) can be solved for the steady-state nominal rate of interest to yield

1þ i ss ¼ 1

b

1þ p

1� t

� �
� t

1� t
:

Thus, the pretax real return on bonds, ð1þ iÞ=ð1þ pÞ, increases with the rate of in-

flation, implying that nominal rates rise more than proportionately with an increase

in inflation.

It is important to recognize that only one aspect of the e¤ects of inflation and

the tax system has been examined.46 Because of the taxation of nominal returns,

higher inflation distorts the individual’s decisions, but it also generates revenue for

the government that, with a constant level of expenditures (in present value terms),

would allow other taxes to be reduced. Thus, the distortions associated with higher

inflation are potentially o¤set by the reduction in the distortions caused by other

tax sources. As noted earlier, however, Feldstein (1998) argued that the o¤set is

only partial, leaving a large net annual cost of positive rates of inflation. Feldstein

identified the increased e¤ective tax rate on capital that occurs because of the treat-

ment of depreciation and the increased subsidy on housing associated with the

deductibility of nominal mortgage interest in the United States as important distor-

tions generated by higher inflation interacting with a nonindexed tax system. Includ-

ing these e¤ects with an analysis of the implications for government revenues and

consequently possible adjustments in other distortionary taxes, Feldstein estimated

that a 2 percent reduction in inflation (from 2 percent to zero) increases net welfare

by 0.63 percent to 1.01 percent of GDP annually.47 Since these are annual gains, the

46. Feldstein, Green, and Sheshinski (1978) employed a version of Tobin’s money and growth model
(Tobin 1965) to explore the implications of a nonindexed tax system when firms use both debt and equity
to finance capital.

47. These figures assume an elasticity of savings with respect to the after-tax real return of 0.4 and a dead-
weight loss of taxes of between 40 cents for every dollar of revenue (leading to the 0.63 percent figure) and
$1.50 per dollar of revenue (leading to the 1.01 percent figure).
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present discounted value of permanently reducing inflation to zero would be quite

large.

4.7 Summary

Monetary and fiscal actions are linked through the government’s budget constraint.

Under Ricardian regimes, changes in the money stock or its growth rate will require

some other variable in the budget constraint—taxes, expenditures, or borrowing—to

adjust. With fiscal dominance, changes in government taxes or expenditures can re-

quire changes in inflation. Under non-Ricardian regimes, changes in government

debt can a¤ect prices even if monetary policy is exogenous. A complete analysis of

price level determinacy requires a specification of the relationship between fiscal and

monetary policies.

Despite this, and despite the emphasis budget relationships have received in the

work of Sargent and Wallace and the work on the fiscal theory of the price level ini-

tiated by Sims and Woodford, much of monetary economics ignores the implications

of the budget constraint. This is valid in the presence of lump-sum taxes; any e¤ects

on the government’s budget can simply be o¤set by an appropriate variation in

lump-sum taxes. Traditional analyses that focus only on the stock of high-powered

money are also valid when governments follow a Ricardian policy of fully backing

interest-bearing debt with tax revenues, either now or in the future. In general,

though, one should be concerned with the fiscal implications of any analysis of mon-

etary policy because changes in the quantity of money that alter the interest pay-

ments of the government have implications for future tax liabilities.

4.8 Problems

1. Suppose the rate of population growth is n and the rate of growth of real per cap-

ita income is l. Show that (4.6) becomes

st ¼ ðht � ht�1Þ þ ð1þ ptÞð1þ mÞ � 1

ð1þ ptÞð1þ mÞ
� �

ht�1;

where 1þ m ¼ ð1þ nÞð1þ lÞ. Now consider the steady state in which ht ¼ ht�1 and

inflation is constant. Does seigniorage depend on m? Explain.

2. Suppose utility is given by uðct;mtÞ ¼ wðctÞ þ vðmtÞ, with wðctÞ ¼ ln ct and

vðmtÞ ¼ mtðB�D ln mtÞ, where B and D are positive parameters. Approximate

steady-state revenues from seigniorage by ym, where y is the growth rate of the

money supply.
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a. Is there a La¤er curve for seigniorage (i.e., are revenues increasing in y for all

ya y� and decreasing in y for all y > y� for some y�)?

b. What rate of money growth maximizes steady-state revenues from seigniorage?

c. Assume that the economy’s rate of population growth is l, and reinterpret m as

real money balances per capita. What rate of inflation maximizes seigniorage? How

does it depend on l?

3. Suppose the demand for real money balances is m ¼ f ðRmÞ, where Rm is the gross

nominal rate of interest. Assume the gross real interest rate is fixed at its steady-state

value of 1=b so that Rm ¼ ð1þ pÞ=b, where p is the rate of inflation. Using the defi-

nition of seigniorage revenues employed in (4.21), what rate of inflation maximizes

steady-state seigniorage?

4. Suppose the government faces the following budget identity:

bt ¼ Rbt�1 þ gt � ttyt � st;

where the terms are one-period debt, gross interest payments, government purchases,

income tax receipts, and seigniorage. Assume seigniorage is given by f ðptÞ, where p

is the rate of inflation. The interest factor R is constant, and the expenditure process

fgtþigyi¼0 is exogenous. The government sets time paths for the income tax rate and

for inflation to minimize

Et

Xy
i¼0

b i½hðttþiÞ þ kðptþiÞ�;

where the functions h and k represent the distortionary costs of the two tax sources.

Assume that the functions h and k imply positive and increasing marginal costs of

both revenue sources.

a. What is the intratemporal optimality condition linking the choices of t and p at

each point in time?

b. What is the intertemporal optimality condition linking the choice of p at di¤erent

points in time?

c. Suppose y ¼ 1, f ðpÞ ¼ ap, hðtÞ ¼ bt2, and kðpÞ ¼ cp2. Evaluate the inter- and

intratemporal conditions. Find the optimal settings for tt and pt in terms of bt�1

and
P

R�igtþi.

d. Using your results from part (c), when will optimal financing imply constant

planned tax rates and inflation over time?

5. The model of section 4.6.1 assumed that the distortions of taxes and seigniorage

were quadratic functions of the level of taxes and that the government desired to

minimize
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1

2
Et

Xy
i¼0

R�i½ðttþi þ ftþiÞ2 þ ðstþi þ etþiÞ2�;

subject to

Et

Xy
i¼0

R�iðttþi þ stþiÞ ¼ Rbt�1 þ R

R� 1

� �
g;

where s is seigniorage revenue, t represents other tax revenues, bt�1 is the initial stock

of outstanding govenerment debt, g is the fixed level of expenditures the government

needs to finance each period, and f and e are stochastic shocks to the distortionary

costs of each tax source. Suppose ft ¼ rfft�1 þ zt and et ¼ rge þ et, where z and e

are mutually and serially uncorrelated white noise innovations to f and e. Derive

the intratemporal and intertemporal optimality conditions for the two taxes. How

does the behavior of each tax depend on rf and re?

6. Mankiw (1987) suggested that the nominal interest rate should evolve as a ran-

dom walk under an optimal tax policy. Suppose that the real rate of interest is con-

stant and that the equilibrium price level is given by (4.29). Suppose that the nominal

money supply is given by mt ¼ m
p
t þ vt, where m

p
t is the central bank’s planned

money supply and vt is a white noise control error. Let y be the optimal rate of infla-

tion. There are di¤erent processes for mp that lead to the same average inflation rate

but di¤erent time series behavior of the nominal interest rate. For each of the pro-

cesses for m
p
t given below, demonstrate that average inflation is y. In each case, is

the nominal interest rate a random walk?

a. m
p
t ¼ yð1� gÞtþ gmt�1.

b. m
p
t ¼ mt�1 þ y.

7. Suppose utility is given by U ¼ c1�s=ð1� sÞ þm1�y=ð1� yÞ. Find the function

fðPÞ defined in (4.32) and verify that it has the shape shown in figure 4.3. Solve for

the stationary equilibrium price level P� such that P� ¼ fðP�Þ.
8. Consider (4.37) implied by the fiscal theory of the price level. Seigniorage st was

defined as itmt=ð1þ itÞ. Assume that the utility function of the representative agent

takes the form uðc;mÞ ¼ ln cþ b ln m. Show that st ¼ bct and that the price level is

independent of the nominal supply of money as long as tt � gt þ bct is independent

of Mt.

9. Consider the optimal tax problem of section 4.6.3. The government wishes to

maximize uðc;m; lÞ ¼ vðc;mÞ þ fðlÞ subject to the economy’s resource constraint:

f ð1� lÞb cþ g.

4.8 Problems 193



a. Derive the implementability constraint by using the first-order conditions (4.48)–

(4.50) to eliminate the tax rates from the representative agent’s budget constraint

(4.47).

b. Set up the government’s optimization problem and derive the first-order

conditions.

c. Show that the first-order condition for m is satisfied if vm ¼ vmc ¼ vmm ¼ 0. Argue

that these conditions are met if the satiation level m� is equal to y.

10. Suppose the Correia-Teles model of section 4.6.3 is modified so that output is

equal to f ðnÞ, where f is a standard neoclassical production function exhibiting pos-

itive but diminishing marginal productivity of n. Show that if f ðnÞ ¼ na for a > 0,

the optimality condition given by (4.70) continues to hold.
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5 Money in the Short Run: Informational and Portfolio Rigidities

5.1 Introduction

The empirical evidence from the United States is consistent with the notion that pos-

itive monetary shocks lead to a hump-shaped positive response of output that persists

for appreciable periods of time, and Sims (1992) found similar patterns for other

OECD economies. The models of chapters 2–4 did not seem capable of producing

such an e¤ect. So why does money matter?1 Is it only through the tax e¤ects that

arise from inflation? Or are there other channels through which monetary actions

have real e¤ects? This question is critical for any normative analysis of monetary

policy because designing good policy requires understanding how monetary policy

a¤ects the real economy and how changes in the way policy is conducted might a¤ect

economic behavior.

In the models examined in earlier chapters, monetary disturbances did cause out-

put movements, but these movements arose from substitution e¤ects induced by

expected inflation. Most analysis suggests that these e¤ects are too small to account

for the empirical evidence on the output responses to monetary shocks. In addition,

the evidence in many countries is that inflation responds only slowly to monetary

shocks.2 If actual inflation responds gradually, so should expectations. Thus, the ev-

idence does not appear to support theories that require monetary shocks to a¤ect

labor supply decisions and output by causing shifts in expected inflation.

In this chapter, the focus shifts away from the role of inflation as a tax and toward

the e¤ects of policy-induced changes in real interest rates that a¤ect aggregate spend-

ing decisions. Monetary models designed to capture the real e¤ects of money in

the short run incorporate frictions that fall into one of three classes: informational

1. For a survey on this topic, see Blanchard (1990). See also D. Romer (2006, ch. 6).

2. For example, see Nelson (1998) or Christiano, Eichenbaum, and Evans (2005) for evidence on the
United States. Sims (1992) and Taylor (1993b) provided evidence for other countries.



frictions, portfolio frictions, and nominal price rigidities. This chapter discusses the

first two of these classes; nominal price rigidities are the focus of chapter 6.

5.2 Informational Frictions

To account for the empirical evidence on the short-run impact of money, models that

maintain the assumption of price flexibility need to introduce new channels through

which money can a¤ect the real equilibrium. This section reviews two attempts to re-

solve the tension between the long-run neutrality of money and the short-run real

e¤ects of money while maintaining the assumption that wages and prices are flexible.

The first approach focuses on misperceptions about aggregate economic conditions;

the second focuses on delays in information acquisition.

5.2.1 Imperfect Information

During the 1960s the need to reconcile the long-run neutrality of money with the ap-

parent short-run non-neutrality of money was not considered a major research issue

in macroeconomics. Models used for policy analysis incorporated a Phillips curve re-

lationship between wage (or price) inflation and unemployment that allowed for a

long-run trade-o¤ between the two. In 1968, Milton Friedman and Edmund Phelps

independently argued on theoretical grounds that the inflation-unemployment trade-

o¤ was only a short-run trade-o¤ at best; attempts to exploit the trade-o¤ by engi-

neering higher inflation to generate lower unemployment would ultimately result

only in higher inflation.

Milton Friedman (1968; 1977) reconciled the apparent short-run trade-o¤ with the

neutrality of money by distinguishing between actual real wages and perceived real

wages.3 The former were relevant for firms making hiring decisions; the latter were

relevant for workers making labor supply choices. In a long-run equilibrium, the two

would coincide; the real wage would adjust to clear the labor market. Since economic

decisions depend on real wages, the same labor market equilibrium would be consis-

tent with any level of nominal wages and prices or any rate of change of wages and

prices that left the real wage equal to its equilibrium level.

An unexpected increase in inflation would disturb this real equilibrium. As nomi-

nal wages and prices rose more rapidly than previously expected, workers would see

their nominal wages rising but would initially not realize that the prices of all the

goods and services they consumed were also rising more rapidly. They would mis-

interpret the nominal wage increase as a rise in their real wage. Labor supply would

increase, shifting the labor market equilibrium to a point of higher employment and

3. A nice exposition of Friedman’s model was provided by Rasche (1973).
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lower actual real wages. As workers then engaged in shopping activities, they would

discover not only that the nominal price of their labor services had risen unexpect-

edly but that all prices had risen. Real wages had actually fallen, not risen. The labor

supply curve would shift back, and equilibrium would eventually be restored at the

initial levels of employment and real wages.

The critical insight is that changes in wages and prices that are unanticipated gen-

erate misperceptions about relative prices (the real wage, in Friedman’s version).

Economic agents, faced with what they perceive to be changes in relative prices, alter

their real economic decisions, and the economy’s real equilibrium is a¤ected. Once

expectations adjust, however, the economy’s natural equilibrium is reestablished.

Expectations, and the information on which they are based, become central to under-

standing the short-run e¤ects of money.

5.2.2 The Lucas Model

Friedman’s insight was given an explicit theoretical foundation by Lucas (1972).

Lucas showed how unanticipated changes in the money supply could generate

short-run transitory movements in real economic activity. He did so by analyzing

the impact of monetary fluctuations in an overlapping-generations environment with

physically separate markets. The demand for money in each location was made ran-

dom by assuming that the allocation of the population to each location was sto-

chastic.4 The key features of this environment can be illustrated by employing the

analogy of an economy consisting of a large number of individual islands. Agents

are randomly reallocated among islands after each period, so individuals care about

prices on the island they currently are on and prices on other islands to which they

may be reassigned. Individuals on each island are assumed to have imperfect infor-

mation about aggregate economic variables such as the nominal money supply and

price level. Thus, when individuals observe changes in the prices on their island,

they must decide whether they reflect purely nominal changes in aggregate variables

or island-specific relative price changes.

To illustrate how variations in the nominal quantity of money can have real e¤ects

when information is imperfect, assume a basic money-in-the-utility function (MIU)

model such as the one developed in chapter 2, but simplify it in three ways. First,

ignore capital. This choice implies that only labor is used to produce output and,

with no investment, equilibrium requires that output equal consumption. Second, as-

sume that money is the only available asset. Third, assume that monetary transfers

associated with changes in the nominal quantity of money are viewed by agents as

being proportional to their own holdings of cash. This change has substantive

4. In Lucas’s formulation, agents had two-period lives; young agents were distributed randomly to each
location.
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implications and is not done just to simplify the model. It implies that the transfers

will appear to money holders as interest payments on their cash holdings. This

approach eliminates inflation tax e¤ects so that one can concentrate on the role of

imperfect information.5

Suppose the aggregate economy consists of several islands, indexed by i; thus, xi

denotes the value of variable x on island i, and x denotes its economywide average

value. Since information will di¤er across islands, let E ixt denote the expectations

of a variable xt based on the information available on island i. Using the model

from the chapter 2 appendix, express equilibrium deviations from the steady state

on each island by the following conditions:6

yi
t ¼ ð1� aÞni

t ð5:1Þ

1þ h
nss

1� nss

� �� �
ni
t ¼ yi

t þ l i
t ð5:2Þ

mi
t � pi

t ¼ yi
t þ

1

b

� �
b

1� b

� �
½E ittþ1 � ðE iptþ1 � pi

tÞ þ E iðltþ1 � l i
tÞ� ð5:3Þ

l i
t ¼ W1y

i
t þW2ðmi

t � pi
tÞ; ð5:4Þ

where l i
t is the marginal utility of consumption on island i, and W1 and W2 depend on

parameters from the utility function.7 Note that the goods market equilibrium condi-

tion, yt ¼ ct, has been used and, in contrast to chapters 2–4, mi now denotes the

nominal supply of money on island i. Equation (5.1) is the production function link-

ing labor input ðni
tÞ to output.8 Equation (5.2) comes from the first-order condition

linking the marginal utility of leisure, the marginal utility of consumption, and the

real wage.9 Equation (5.3) is derived from the first-order condition for the individ-

5. Recall that in chapter 2 transfers were viewed as lump-sum. With higher inflation, the transfers rose (as
the seigniorage revenues were returned to private agents), but each individual viewed these transfers as
unrelated to his or her own money holdings. If the transfers are viewed as interest payments, higher infla-
tion does not raise the opportunity cost of holding money because the interest payment on cash also rises.
In this case, money is superneutral.

6. All variables are expressed as natural log deviations around steady-state values. Since all values will be
in terms of deviations, the ‘‘hat’’ notation of chapters 2–4 is dropped for convenience. For an early expo-
sition of a linearized version of Lucas’s model, see McCallum (1984a).

7. The underlying utility function that leads to (5.1)–(5.4) is the same as employed in chapter 2. Details
can be found in the appendix (section 5.5).

8. Note that any productivity disturbance has been eliminated; the focus is on monetary disturbances.

9. Equation (5.2) arises from the requirement that the marginal utility of leisure (½hnss=ð1þ nssÞ�nt in per-
centage deviation around the steady state) equal the real wage times the marginal utility of consumption.
The marginal product of labor (the real wage) is equal to ð1� aÞY=N, or y� n in terms of percentage
deviations.
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ual agent’s holdings of real money balances. This first-order condition requires that

reducing consumption at time t slightly, thereby carrying higher money balances into

period tþ 1 and then consuming them, must, at the margin, have no e¤ect on total

utility over the two periods. In the present context, the cost of reducing consumption

in period t is the marginal utility of consumption; the additional money balances

yield the marginal utility of money in period t and a gross return of Ttþ1=Ptþ1 in pe-

riod tþ 1, where Ttþ1 is the gross nominal transfer per dollar on money holdings and

Ptþ1 is 1 plus the inflation rate from t to tþ 1. This return can be consumed at tþ 1,

yielding, in terms of period t utility, bðTtþ1=Ptþ1Þ times the marginal utility of con-

sumption, where b is the representative household’s discount factor. Linearizing the

result around the steady state leads to (5.3). Finally, (5.4) defines the marginal utility

of consumption as a function of output (consumption) and real money balances; see

the chapter appendix (section 5.5).

If agents are reallocated randomly across islands in each period, then the relevant

period tþ 1 variables in (5.3) are the aggregate price level ptþ1, marginal utility of

consumption ltþ1, and nominal transfer ttþ1.

The final component of the model is the specification of the nominal money supply

process. Assume the aggregate average nominal money supply evolves as10

mt ¼ rmmt�1 þ vt þ ut: ð5:5Þ

The aggregate supply is assumed to depend on two serially uncorrelated shocks, v

and u, assumed to have zero means and variances s2
v and s2

u . The di¤erence between

the two is that v is public information whereas u is not. Including both will help to

illustrate how imperfect information (in this case about u) will influence the real

e¤ects of money shocks. The nominal money stock on island i is given by

mi
t ¼ rmmt�1 þ vt þ ut þ ui

t ;

where ui is a serially uncorrelated island-specific money shock that averages to zero

across all islands and has variance s2
i . If the aggregate money stock at time t� 1, as

well as v, is public information, then observing the island-specific nominal money

stock mi
t allows individuals on island i to infer ut þ ui

t but not u and ui separately.

This is important because only u a¤ects the aggregate money stock (see (5.5)), and

as long as rm 0 0, knowledge about u would be useful in forecasting mtþ1.

Since mtþ1 ¼ rmmt þ vtþ1 þ utþ1, the expectation of the time tþ 1 money supply,

conditional on the information available on island i, will be E imtþ1 ¼ rmE
imt

10. With money supply changes engineered via transfers,

tt ¼ mt �mt�1 ¼ ðg� 1Þmt�1 þ vt þ ut:
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¼ r2mmt�1 þ rmvt þ rmE
iut. If expectations are equated with linear least-squares

projections,

E iut ¼ kðut þ ui
tÞ;

where k ¼ s2
u=ðs2

u þ s2
i Þ, 0a ka 1. If aggregate money shocks are large relative

to island-specific shocks (i.e., su is large relative to si), k will be close to 1; move-

ments in uþ ui are interpreted as predominantly reflecting movements in the aggre-

gate shock u. In contrast, if the variance of the island-specific shocks is large, k will

be close to zero; movements in uþ ui are interpreted as predominantly reflecting

island-specific shocks.

Using (5.1)–(5.4), the chapter appendix shows that the equilibrium solutions for

the price level and employment are given by

pt ¼ rmmt�1 þ vt þ kþ K

1þ K

� �
ut ð5:6Þ

and

nt ¼ Aðmt � ptÞ ¼ A
1� k

1þ K

� �
ut; ð5:7Þ

where A and K depend on the underlying parameters of the model.

Equation (5.7) reveals Lucas’s basic result; aggregate monetary shocks, repre-

sented by u, have real e¤ects on employment (and therefore output) if and only if

there is imperfect information ðk < 1Þ, and their e¤ect depends on the aggregate

errors agents make in inferring u: u� Ð E iut di ¼ ð1� kÞu, where Ð E iut di is the ag-

gregate average (over all islands) of the expected value of u. Publicly announced

changes in the money supply, represented by the v shocks, have no real e¤ects on

output (v does not appear in (5.7)) but simply move the price level one-for-one (v has

a coe‰cient equal to 1 in (5.6)). But the u shocks will a¤ect employment and output

if private agents are unable to determine whether the money stock movements they

observe on island i reflect aggregate or island-specific movements. Predictable move-

ments in money (captured here by rmmt�1) or announced changes (captured by v)

have no real e¤ects. Only unanticipated changes in the money supply have real e¤ects.

Equation (5.7) can be rewritten in a form that emphasizes the role of money

surprises in producing employment and output e¤ects. From (5.5), ut ¼ mt �
Eðmt jGt�1; vtÞ, where Eðmt jGt�1; vtÞ denotes the expectation of mt conditional on

aggregate information on variables dated t� 1 or earlier, summarized by the infor-

mation set Gt�1 and the announced money injection vt. Thus,

nt ¼ A
1� k

1þ K

� �
½mt � Eðmt jGt�1; vtÞ�:
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Equations of this form provided the basis for the empirical work of Barro (1977;

1978) and others in testing whether unanticipated or anticipated changes in money

matter for real output.

In writing employment as a function of money surprises, it is critically important

to specify correctly the information set on which agents base their expectations. In

empirical work, this information set was often assumed to consist simply of lagged

values of the relevant variables. But in the example here, Eðmt jGt�1Þ ¼ rmmt�1, and

mt � Eðmt jGt�1Þ ¼ ut þ vt 0 ut. Misspecifying the information set can create di‰cul-

ties in testing models that imply that only surprises matter.

Because (5.7) is derived directly from a model consistent with optimizing behavior,

the e¤ects of an unanticipated money supply shock on employment can be related to

the basic parameters of the production and utility functions.11 Using the basic pa-

rameter values given in section 2.5.4, A=½1þ K � ¼ 0:007. This implies that even if k

is close to zero, the elasticity of employment with respect to a money surprise is tiny;

a 10 percent surprise increase in the money supply would raise employment by 0.07

percent and output by less than ð1� aÞ � 0:07 ¼ 0:64� 0:07A0:05 percent.12

The impact of money surprises in this example works through labor supply deci-

sions. An increase in real money balances raises the marginal utility of consumption

and induces agents to increase consumption and labor supply (since W2 > 0). This ef-

fect is larger, the more willing agents are to substitute consumption over time. Thus,

the impact of a money surprise is larger when the degree of intertemporal substitu-

tion is larger.13 The e¤ect of a money surprise on output is increasing in the wage

elasticity of labor supply.

The basic idea behind Lucas’s island model is that unpredicted variations in money

generate price movements that agents may misinterpret as relative price movements.

If a general price rise is falsely interpreted to be a rise in the relative price of what the

individual or firm sells, the price rise will induce an increase in employment and out-

put. Once individuals and firms correctly perceive that the price rise was part of an

increase in all prices, output returns to its former equilibrium level.

Implications

Lucas’s model makes clear the important distinction between expected and un-

expected variations in money. Economic agents face a signal extraction problem be-

cause they have imperfect information about the current money supply. If changes in

the nominal supply of money were perfectly predictable, money would have no real

11. McCallum (1984a) presented a linearized approximation to Lucas’s model within an overlapping-
generations framework. See also D. Romer (2006). However, both simply postulated some of the basic be-
havioral relationships of the model.

12. Because the calibration employed in chapter 2 of this edition di¤ers from that used in previous edi-
tions, the value reported for A=ð1þ KÞ is larger than in earlier editions (see section 2.5.4).

13. See Barro and King (1984).
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e¤ects. Short-run fluctuations in the money supply are likely to be at least partially

unpredictable, so they will cause output and employment movements. In this way,

Lucas was able to reconcile the neutrality of money in the long run with its impor-

tant real e¤ects in the short run. Sargent and Wallace (1975) and Barro (1976) pro-

vided important early contributions that employed the general approach pioneered

by Lucas to examine its implications for monetary policy issues.

Lucas’s model has several important testable implications, and these were the

focus of a great deal of empirical work in the late 1970s and early 1980s. A first im-

plication is that the distinction between anticipated and unanticipated money mat-

ters. Barro (1977; 1978; 1979b) was the first to directly examine whether output was

related to anticipated or unanticipated money. He concluded that the evidence sup-

ported Lucas’s model, but subsequent empirical work by Mishkin (1982) and others

showed that both anticipated and unanticipated money appear to influence real eco-

nomic activity. A survey of the general approach motivated by Lucas’s work and of

the empirical literature can be found in Barro (1981, ch. 2).

A second implication is that the short-run relationship between output and infla-

tion will depend on the relative variance of real and nominal disturbances. The pa-

rameter k in (5.7) depends on the predictability of aggregate changes in the money

supply, and this can vary across time and across countries. Lucas (1973) examined

the slopes of short-run Phillips curves in a cross-country study and showed that, as

predicted by his model, there was a positive correlation between the slope of the Phil-

lips curve and the relative variance of nominal aggregate volatility. A rise in aggre-

gate volatility (an increase in s2
u in the version of Lucas’s model developed in the

previous section) implies that an observed increase in prices is more likely to be inter-

preted as resulting from an aggregate price increase. A smaller real response occurs

as a result, and aggregate money surprises have smaller real e¤ects.

A third influential implication of Lucas’s model was demonstrated by Sargent and

Wallace (1975) and became known as the policy irrelevance hypothesis. If changes in

money have real e¤ects only when they are unanticipated, then any policy that gen-

erates systematic, predictable variations in the money supply will have no real e¤ect.

For example, (5.7) shows that employment and therefore output are independent of

the degree of serial correlation in m as measured by rm. Because the e¤ects of lagged

money on the current aggregate money stock are completely predictable, no informa-

tional confusion is created and the aggregate price level simply adjusts, leaving real

money balances una¤ected (see (5.6)). A similar conclusion would hold if policy

responded to lagged values of u (or to lagged values of anything else), as long as pri-

vate agents knew the rule being followed by the policymaker.14

14. Chapter 9 considers a variant of Lucas’s model in which nominal wages are set in advance. In the
resulting model, systematic policy can have real e¤ects.
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The empirical evidence that both anticipated and unanticipated money a¤ect out-

put implies, however, that the policy irrelevance hypothesis does not hold. Systematic

responses to lagged variables seem to matter, and therefore the choice of policy rule

is not irrelevant for the behavior of real economic activity.

Lucas’s misperceptions model was popularized by Sargent and Wallace (1975) and

Barro (1976), who employed tractable log-linear versions of the basic model. Al-

though these models are no longer viewed as providing an adequate explanation for

the short-run real e¤ects of monetary policy, they have had, and continue to have, an

enormous influence on modern monetary economics. For example, these models play

an important role in the analysis of time inconsistency of optimal policy (see chapter

7). And the finding that announced changes in money (the v term) have no real e¤ect

implies that inflation could be reduced at no output cost simply by announcing a re-

duction in money growth. But such announcements must be credible so that expec-

tations are actually reduced as money growth falls; disinflations will be costly if

announcements are not credible. This point has produced a large literature on the

role of credibility (see chapter 7).

5.2.3 Sticky Information

As an alternative to the misperceptions view of imperfect information (and in con-

trast to the models of sticky prices discussed in chapter 6), Mankiw and Reis (2002)

argued that sticky information—the slow dispersal of information about macroeco-

nomic conditions—can help account for the sluggish adjustment of prices and for

the real e¤ects that occur in response to monetary shocks. The implications of sticky

information have been developed in a number of papers, including Mankiw and Reis

(2003; 2006b); Ball, Mankiw, and Reis (2005); and Reis (2006a; 2006b).15

Mankiw and Reis developed a simple model in which each firm adjusts its price in

every period but its decision may be based on outdated information. In every period,

a fraction of firms update their information so that, over time, new information

reaches all firms in a delayed manner. To illustrate the implications of sticky infor-

mation, assume that in period t, firm j 0s optimal price is, in log terms,

p�
t ð jÞ ¼ pt þ axt; ð5:8Þ

where pt is the log aggregate price level and xt is an output gap measure of output

relative to the natural rate of output. Equation (5.8) reflects the fact that individual

firms care about their price relative to other firms, p�
t ð jÞ � pt, and variation in the

output gap leads to variation in the firm’s marginal costs, which a¤ect its optimal

price. Notice that if all firms are identical, as is assumed here, p�
t ð jÞ ¼ p�

t for all j,

15. See also Sims (2003).
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and (5.8) can be written as p�
t ¼ pt þ axt. Further, if all firms set their price equal to

p�
t , then the aggregate average price level is pt ¼ p�

t , from which it follows that

xt ¼ 0; output is equal to its natural rate. The e¤ect of sticky information will be to

cause firms to set di¤erent prices, even if, under full information, they all have the

same desired price.

Specifically, assume a firm that updated its information i periods in the past sets

the price

pi
t ¼ Et�ip

�
t :

All firms with information sets that are i period old will set the same price, so it is not

necessary to index pi
t by j. Now assume that each period a fraction l of all firms are

randomly selected to update their information.16 This assumption implies that, at

time t, l of all firms will set their price equal to p�
t because they have fully updated

information. Of the remaining 1� l fraction of all firms that do not update their in-

formation at time t, l of them will have updated their information in t� 1. These

firms, of whom there are ð1� lÞl, set their price at time t equal to Et�1p
�
t . Following

a similar logic, there remain 1� l� ð1� lÞl ¼ ð1� lÞ2 of the firms that do not up-

date at either t or t� 1. However, l of these firms updated at t� 2 and, at time t, set

their price equal to Et�2p
�
t ; there are ð1� lÞ2l such firms. For any period i in the

past, there will be ð1� lÞ il firms that have not updated their information since

period t� i. It follows that the average aggregate log price level will be

pt ¼ l
Xy
i¼0

ð1� lÞ iEt�ip
�
t ¼ l

Xy
i¼0

ð1� lÞ iEt�iðpt þ axtÞ: ð5:9Þ

The parameter l provides a measure of the degree of information stickiness. If l is

large, most firms update frequently; if l is small, many firms will be basing time t

decisions on old information.

To derive an expression for the inflation rate from (5.9), let zt ¼ pt þ axt, and then

one can write

pt ¼ lzt þ l
Xy
i¼1

ð1� lÞ iEt�izt

¼ lzt þ lð1� lÞEt�1zt þ lð1� lÞ2Et�2zt þ � � � ;
and

16. This structure borrows from a common modeling strategy employed to deal with sticky prices, origi-
nally due to Calvo (1983) (see section 6.2.4).
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pt�1 ¼ l
Xy
i¼0

ð1� lÞ iEt�1�izt�1

¼ lEt�1zt�1 þ lð1� lÞEt�2zt�1 þ lð1� lÞ2Et�3zt�1 þ � � � :
Subtracting the second equation from the first yields

pt ¼ pt � pt�1 ¼ lzt þ l
Xy
i¼1

ð1� lÞ iEt�iDzt � l2
Xy
i¼0

ð1� lÞ iEt�1�izt; ð5:10Þ

where Dzt 1 zt � zt�1. Recalling that zt ¼ pt þ axt, (5.9) also implies

pt ¼ l

1� l

� �
axt þ l

1� l

� �Xy
i¼1

ð1� lÞ iEt�izt

¼ l

1� l

� �
axt þ l

Xy
i¼0

ð1� lÞ iEt�1�izt:

This means that the last term in (5.10) is equal to lpt � l2

1�l

� 	
axt. Making this sub-

stitution, (5.10) becomes

pt ¼ lzt þ l
Xy
i¼1

ð1� lÞ iEt�iDzt � lpt þ l2

1� l

 !
axt

¼ l

1� l

� �
axt þ l

Xy
i¼1

ð1� lÞ iEt�iðpt þ aDxtÞ: ð5:11Þ

Equation (5.11) is the sticky information Phillips curve (SIPC). The coe‰cient

on the current output gap is increasing in l; the more frequently firms update their

information, the more sensitive current pricing decisions are to current economic

conditions. The key aspect of the SIPC is the presence of expectations of current vari-

ables based on lagged information sets. The presence of these terms means that a

shock that occurs at time t will only gradually a¤ect inflation as the information on

which expectations are based is only gradually updated. The faster information is

updated (the larger is l), the more rapidly will inflation respond to current move-

ments in real output.

To complete the determination of inflation and the output gap, Mankiw and Reis

(2002) assumed a simple quantity theory equation and an exogenous AR(1) process

for the growth rate of the money supply. In log terms, the quantity theory relation is

mt þ vt ¼ pt þ xt. Taking first di¤erences, this becomes
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mt �mt�1 þ Dvt ¼ pt þ Dxt:

Assume further that the money process is given by

mt �mt�1 ¼ rðmt�1 �mt�2Þ þ ut;

and velocity vt follows a random walk, with Dvt a mean zero serially uncorrelated

process.

Figure 5.1 illustrates the response of inflation to a unit realization of ut for two dif-

ferent values of l when r ¼ 0:5. Mankiw and Reis set l ¼ 0:25 in their baseline cali-

bration. Figure 5.2 shows the corresponding behavior of output.

These impulse responses display the hump-shaped pattern observed in estimated

VARs, and Mankiw and Reis argued that sticky information can provide an expla-

nation for the real e¤ects of monetary policy shocks and for the persistence seen

in the inflation process. In contrast to the Lucas model of imperfect information, a

key aspect of the sticky information model is the presence of heterogeneity in infor-

mation sets across firms, heterogeneity that persists over time due to the staggered

updating of information.

In their original development of sticky information, Mankiw and Reis (2002) used

a calibrated version of their model to argue that sticky information was better able

to capture inflation and output dynamics than were the models based on sticky

prices discussed in chapter 6. H. Khan and Zhu (2006) estimated a sticky informa-

Figure 5.1
Response of inflation to a unit innovation in money growth in the sticky information model.
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tion Phillips curve using quarterly U.S. data from the period 1980–2000. To generate

expectations of current inflation and output on old information, they employed VAR

forecasts. They found the average duration of information stickiness ranges from

three to seven quarters, consistent with the findings of Mankiw and Reis (2002).

A number of authors have estimated sticky information Phillips curves and com-

pared them to the inflation equations based on sticky prices. This empirical work is

discussed in chapter 6.

5.2.4 Learning

Standard rational-expectations models assume that agents know the true model of

the economy. Typically, only information on the current innovations to exogenous

shocks may be incomplete. Once these innovations become known to all agents, after

one period in the Lucas islands model or only as part of a staggered multiperiod pro-

cess in the Mankiw-Reis model of sticky information, the model is characterized by

complete information. A growing literature has investigated situations in which the

underlying state of the economy may never be known or in which the structure of

the economy is unknown and agents must engage in a process of learning.

Brunner, Meltzer, and Cukierman (1980) provided an early example of a model in

which observed disturbances are composed of permanent and transitory components.

These individual components are not directly observed, so agents must estimate them

based on the past history of the observed disturbance. This signal extraction problem

Figure 5.2
Response of output to a unit innovation in money growth in the sticky information model.
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leads to richer dynamics than would be generated in the basic islands model. For in-

stance, Brunner, Meltzer, and Cukierman showed that the rational expectation of the

permanent component will be a weighted average of all current and past realizations

of the observed disturbance, with weights depending on the relative variance of the

permanent and transitory innovations. When a realization of the permanent shock

occurs, agents initially interpret part of the change in the observed disturbance as

due to the transitory component. They underestimate the change in the permanent

component and, as a consequence, underestimate future realizations of the distur-

bance. Since the true values of the two components are never observed, forecast

errors can be serially correlated. In the case of a money supply disturbance, money

surprises will be serially correlated, leading to real e¤ects that persist for several

periods.

In the Brunner, Meltzer, and Cukierman model, agents know the model structure

but each period update their beliefs about the value of the persistent disturbance. In

contrast, the adaptive learning literature pioneered by Evans and Honkapohja (2001)

assumed agents do not know the true model structure. However, agents have beliefs

about the true model, and they update their beliefs using recursive least-squares as

new data become available. A key question is whether the adaptive learning process

will converge to the rational-expectations equilibrium. If it does, the model is said to

be e-stable under learning.

To illustrate the adaptive learning approach, consider a general model of the form

yt ¼ aþMEtytþ1 þ dyt�1 þ fet; ð5:12Þ
and et ¼ ret�1 þ et. The minimum state-variable rational-expectations solution

(McCallum 1983a) takes the form

yt ¼ aþ byt�1 þ cet: ð5:13Þ
Assume agents know the solution takes this general form, and given values for the

parameters a, b, and c, they treat (5.13) as their perceived law of motion (PLM) of

yt. Then agents use the PLM to form expectations:

Etytþ1 ¼ aþ byt þ cret: ð5:14Þ
Given these expectations, the actual law of motion (ALM) for yt is obtained by sub-

stituting (5.14) into (5.12). Solving for yt yields

yt ¼ aþM½aþ byt þ cret� þ dyt�1 þ fet

¼ aþMa

1�Mb
þ d

1�Mb

� �
yt�1 þ fþMcr

1�Mb

� �
et:

The mapping from the PLM to the ALM is defined by
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Tða; b; cÞ ¼ aþMa

1�Mb
;

d

1�Mb

� �
;

fþMcr

1�Mb

� �� �
:

Evans and Honkapohja (2001) showed that if the mapping Tða; b; cÞ ! ða; b; cÞ is lo-
cally asymptotically stable at the fixed point Tða; b; cÞ ¼ ða; b; cÞ that corresponds to
the minimum state-variable solution, the system is e-stable. Evans and Honkapohja

then showed that this ensures stability under real-time learning in which the PLM is

yt ¼ at�1 þ bt�1yt�1 þ ct�1et

and the coe‰cients are updated by running recursive least-squares.

Because agents are using macroeconomic outcomes to update their beliefs about

the structure of the economy, and these beliefs then influence both expectations and

macroeconomic outcomes, learning can have important implications for economic

dynamics. For example, Erceg and Levin (2003) showed that accounting for learning

about the central bank’s inflation goals can be important for understanding the real

e¤ects on the economy during periods of disinflation such as the early 1980s in the

United States.

Much of the recent literature on learning in the context of monetary policy has

employed the new Keynesian model (see chapter 8). Evans and Honkapohja (2009)

provided a survey of some of the important implications of learning for monetary

policy and references to the relevant literature.

5.3 Limited Participation and Liquidity E¤ects

The impact of a monetary disturbance on market interest rates can be decomposed

into its e¤ect on the expected real rate of return and its e¤ect on the expected infla-

tion rate. If money growth is positively serially correlated, an increase in money

growth will be associated with higher future inflation and therefore higher expected

inflation. As noted in chapters 2 and 3, the flexible-price MIU and CIA models

implied that faster money growth would immediately increase nominal interest rates.

Most economists, and certainly monetary policymakers, believe that central banks

can reduce short-term nominal interest rates by employing policies that lead to faster

growth in the money supply. This belief is often interpreted to mean that faster

money growth will initially cause nominal interest rates to fall, an impact called the

liquidity e¤ect. This e¤ect is usually viewed as an important channel through which a

monetary expansion a¤ects real consumption, investment, and output.17

17. A thorough discussion of possible explanations of liquidity e¤ects was provided by Ohanian and
Stockman (1995) and Hoover (1995).
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A number of authors have explored flexible-price models in which monetary injec-

tions reduce nominal interest rates (Lucas 1990; Christiano 1991; Christiano and

Eichenbaum 1992a; 1995; Fuerst 1992; Dotsey and Ireland 1995; R. King and Watson

1996; Cooley and Quadrini 1999; Alvarez, Lucas, and Weber 2001, Alvarez, Atkeson,

and Kehoe 2002; Williamson 2004; 2005). These models generate e¤ects of monetary

shocks on real interest rates by imposing restrictions on the ability of agents to engage

in certain types of financial transactions.18 For example, Lucas modified a basic CIA

framework to study e¤ects that arise when monetary injections are not distributed

equally across a population of otherwise representative agents. If a monetary injection

a¤ects agents di¤erentially, a price level increase proportional to the aggregate change

in the money stock will not restore the initial real equilibrium. Some agents will be

left with higher real money holdings, others with lower real balances.

Fuerst (1992) and Christiano and Eichenbaum (1995) introduced a liquidity e¤ect

by modifying a basic CIA model to distinguish between households, firms, and finan-

cial intermediaries. Households can allocate resources between bank deposits and

money balances that are then used to finance consumption. Intermediaries lend out

their deposits to firms that borrow to finance purchases of labor services from house-

holds. After households have made their choice between money and bank deposits,

financial intermediaries receive lump-sum monetary injections. Only firms and inter-

mediaries interact in financial markets after the monetary injection.19

In a standard representative-agent CIA model, monetary injections are distributed

proportionately to all agents. Thus, a proportional rise in the price level leaves all

agents with the same level of real money balances as previously. In contrast, if the

injections initially a¤ect only the balance sheets of the financial intermediaries, a

new channel is introduced by which employment and output will be a¤ected. As

long as the nominal interest rate is positive, intermediaries will wish to increase their

lending in response to a positive monetary injection. To induce firms to borrow the

additional funds, the interest rate on loans must fall. Hence, a liquidity e¤ect is gen-

erated; interest rates decline in response to a positive monetary injection.20 The

18. The first limited-participation models were due to Grossman and Weiss (1983) and Rotemberg (1984).
Models that restrict financial transactions can be viewed as variants of the original Baumol-Tobin models
with infinite costs for certain types of transactions, rather than the finite costs of exchanging money and
interest-earning assets assumed by Baumol (1952) and Tobin (1956).

19. Allowing for heterogeneity greatly complicates the analysis, but these limited-participation models
overcome this problem by following the modeling strategy introduced by Lucas (1980) in which each rep-
resentative family consists of a household supplying labor and purchasing goods, a firm hiring labor, pro-
ducing goods, and borrowing from the intermediary, and an intermediary. At the end of each period, the
various units of the family are reunited and pool resources. As a result, there can be heterogeneity within
periods because the new injections of money a¤ect only firms and intermediaries, but between periods all
families are identical, so the advantages of the representative agent formulation are preserved.

20. Expected inflation e¤ects will also be at work, so the net impact on nominal interest rates will depend
on, among other things, the degree of positive serial correlation in the growth rate of the money supply.
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restrictions on trading mean that cash injections create a wedge between the value of

cash in the hands of household members shopping in the goods market and the value

of cash in the financial market.21 Because Fuerst and Christiano and Eichenbaum

assume that firms must borrow to fund their wage bill, the appropriate marginal

cost of labor to firms is the real wage times the gross rate of interest on loans. The

interest rate decline generated by the liquidity e¤ect lowers the marginal cost

of labor; at each real wage, labor demand increases. As a result, equilibrium employ-

ment and output rise.

5.3.1 A Basic Limited-Participation Model

The real e¤ects of money in a limited-participation model can be illustrated in a ver-

sion of Fuerst’s (1992) model. The basic model follows Lucas (1990) in assuming that

each representative household consists of several members. The household members

play di¤erent roles within each period, thus allowing for heterogeneity, but because

all members reunite at the end of each period, all households remain identical in

equilibrium. Specifically, the household consists of a shopper, a firm manager, a

worker, and a financial intermediary (a bank). The household enters the period with

money holdings Mt. An amount equal to Dt in nominal terms is deposited in the

bank, and the shopper takes Mt �Dt to be used in the goods market to purchase

consumption goods. The purchase of such goods is subject to a cash-in-advance

constraint:

PtCt aMt �Dt:

The worker sells labor services Ns
t to firms, but firms must pay wages prior to

receiving the receipts from production. To accomplish this, firms must take out

bank loans to pay workers. If Nd
t is the firm’s demand for labor hours and Lt equals

nominal bank loans, than the wages-in-advance constraint in nominal terms is

PtotN
d
t aLt;

where ot is the real wage. Firm profits, expressed in nominal terms, are

P
f
t ¼ PtY ðNd

t Þ � PtotN
d
t � RL

t Lt;

where YðNdÞ is the firm’s production technology and RL is the interest rate charged

on bank loans.

21. In Fuerst (1992), this wedge is measured by the di¤erence between the Lagrangian multiplier on the
household’s CIA constraint and that on the firm’s CIA constraint. A cash injection lowers the value of
cash in the financial market and lowers the nominal rate of interest. Similarly, positive nominal interest
rates arise in the search model of Shi (2005) because money balances taken to the bond market cannot be
used in the goods market within the same period (see section 3.4).
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Banks accept deposits from households and pay interest RD on them. Banks make

loans to firms, charging RL. Finally, the central bank makes transfers to banks. The

balance sheet of the representative bank is

Lt ¼ Dt þHt;

where H represents transfers from the central bank. Profits for the representative

bank are

Pb
t ¼ RL

t Lt þHt � RD
t Dt ¼ ðRL

t � RD
t ÞDt þ ð1þ RL

t ÞHt:

Competition and profit maximization in the banking sector ensures

RL
t ¼ RD

t 1R;

so bank profits are ð1þ RtÞHt.

Key to the structure of this model is the assumption that households must make

their financial portfolio decision in choosing Dt prior to learning the current realiza-

tion of the central bank transfer Ht. Hence, households will be unable to adjust their

portfolio in response to the monetary injection. Banks and firms are able to respond

after Ht is realized. Thus, the e¤ects of Ht on the supply of bank loans will a¤ect the

equilibrium interest rate on loans needed to balance loan supply and loan demand.

Before writing the decision problem of the representative household and deriving

the equilibrium conditions, it will be useful to divide all nominal variables by the ag-

gregate price level and let lowercase letters denote the resulting real quantities. Hence,

mt will equal real money holdings of the representative household. Thus, the cash-in-

advance constraint becomes Ct amt � dt, and the wage-in-advance constraint be-

comes otN
d
t a lt. The household’s budget constraint is, in nominal terms,

PtotN
s
t þMt �Dt þ ð1þ RtÞDt þPb

t þP
f
t � PtCt ¼ Mtþ1;

so that after using the expressions for Pb
t and P

f
t and dividing by Pt, this becomes

otN
s
t þmt þ Rtdt þ ð1þ RtÞht þ ½Y ðNd

t Þ � wtN
d
t � Rtlt� � Ct ¼ Ptþ1

Pt

� �
mtþ1:

In equilibrium, mt ¼ Ms
t =Pt, where M

s
t is the nominal supply of money, Ns

t ¼ Nd
t ¼

Nt, and lt ¼ dt þ ht.

Let the household’s preferences over consumption and hours of work be given by

uðCtÞ � vðNs
t Þ;

where uc; vN b 0, ucc a 0, vNN b 0. The value function for the household can be writ-

ten as
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VðmtÞ ¼ max
d

E max
Ct;N

s
t ;N

d
t ; lt;mtþ1

½uðCtÞ � vðNs
t Þ þ bVðmtþ1Þ�

( )
;

where the maximization is subject to

mt � dt bCt

otN
s
t þmt þ RD

t dt þ pb
t þ ½Y ðNd

t Þ � otN
d
t � RL

t lt� � Ct � Ptþ1

Pt

� �
mtþ1 ¼ 0

and

lt botN
d
t :

Let l1, l2, and l3 be the Lagrangian multipliers associated with these three con-

straints. Note that dt is chosen before the household knows the current level of trans-

fers and so must be picked based on expectations but knowing the other variables

will subsequently be chosen optimally. The first-order necessary conditions for the

optimal choice of dt, Ct, N
s
t , N

d
t , lt, and mtþ1 include

d: Eh½�l1t þ RD
t l2t� ¼ 0 ð5:15Þ

C: u 0ðCtÞ ¼ l1t þ l2t ð5:16Þ

Ns: �v 0ðNs
t Þ þ otl2t ¼ 0 ð5:17Þ

Nd : l2tY
0ðNd

t Þ � otðl2t þ l3tÞ ¼ 0 ð5:18Þ

l: l3t � RL
t l2t ¼ 0 ð5:19Þ

m: �l2t
Ptþ1

Pt

� �
þ bVmðmtþ1Þ ¼ 0 ð5:20Þ

VmðmtÞ ¼ Ehðl1t þ l2tÞ: ð5:21Þ
The operator Eh denotes expectations with respect to the distribution of ht and is ap-

plied to (5.15) and the envelope condition (5.21) because d is chosen before observing

ht. Conditions such as (5.16) are familiar from cash-in-advance models (see chapter

3). The marginal utility of consumption can di¤er from the marginal utility of in-

come ðl2tÞ if the cash-in-advance constraint binds (i.e., when l1t > 0).

The multipliers l1t and l3t measure the value of liquidity in the goods market and

the loan market, respectively. Subtracting (5.16) from (5.19) yields
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l3t � l1t ¼ ð1þ RtÞl2t � u 0ðCtÞ;
and (5.16), (5.20), and (5.21) imply

l2t ¼ b
Pt

Ptþ1

� �
Vmðmtþ1Þ ¼ b

Pt

Ptþ1

� �
Ehu

0ðCtþ1Þ: ð5:22Þ

Using (5.22), these last two equations can be rearranged as

u 0ðCtÞ ¼ b
1þ Rt

1þ ptþ1

� �
Ehu

0ðCtþ1Þ � ðl3t � l1tÞ; ð5:23Þ

where 1þ ptþ1 ¼ Ptþ1=Pt. This expression would, in the absence of the last term,

simply be a standard Euler condition linking the marginal utility of consumption at

t and tþ 1 with the real return on the bond. When the value of cash in the goods

market di¤ers from its value in the loan market, l3t � l1t 0 0, and a wedge is created

between the current marginal utility of consumption and its future value adjusted for

the expected real return.

From (5.19) and the earlier result that RD
t ¼ RL

t , equation (5.15) can be rewritten

as

Ehl1t ¼ Ehl3t:

When the household makes its portfolio choice, the value of sending money to the

goods market (as measured by l1t) and of sending it to the loan market by depositing

it in a bank (as measured by l3t) must be equal. Ex post, the two multipliers can dif-

fer, because households cannot reallocate funds between the two markets during the

period.

Turning to the labor market, (5.18) and (5.19) imply

Y 0ðNd
t Þ ¼ ð1þ RL

t Þot; ð5:24Þ

the firm equates the marginal product of labor to the marginal cost of labor, but this

is greater than the real wage because of the cost of borrowing funds to finance the

firm’s wage bill. Thus, the nominal interest rate drives a wedge between the real

wage and the marginal product of labor.22

From the perspective of labor suppliers, wages earned in period t cannot be used

to purchase consumption goods until period tþ 1. Thus, from (5.17), the marginal

rate of substitution between leisure and income is set equal to the real wage:

22. A rise in the interest rate increases labor costs for each value of the wage and has a negative e¤ect on
aggregate employment and output. This e¤ect of interest rates is usually called the cost channel of mone-
tary policy (see Ravenna and Walsh 2006 and chapter 10).
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v 0ðNs
t Þ

l2t
¼ ot:

Combining this expression with the labor demand condition and noting that Nd
t ¼

Ns
t ¼ Nt in equilibrium,

v 0ðNtÞ
l2t

¼ Y 0ðNtÞ
1þ Rt

; ð5:25Þ

revealing how the nominal interest rate drives a wedge between the marginal rate of

substitution and the marginal product of labor.

Now consider what happens when there is an unexpected monetary injection Ht.

Since the injection is received initially by banks, it increases the supply of loans

Dt þHt because Dt is predetermined by the household’s portfolio choice. Equilib-

rium requires a rise in loan demand, and this is induced by a fall in the interest rate

on loans. From (5.24), the fall in RL
t increases the demand for labor at each real

wage. This increase in labor demand leads to a rise in the real wage, which in turn

induces households to supply more labor. In equilibrium, both employment and the

real wage rise until the demand for loans, otNt, has increased to absorb the rise in

the supply of loans. Hence, both employment and the real wage rise in response to

the monetary injection.

Monetary injections have real e¤ects in this model because households must make

their portfolio choices before observing the current monetary shock. Any change in

the money supply that is anticipated would not have real e¤ects since it would be

factored into the household’s portfolio choice. Once households are able to reallocate

their money and bond holdings, changes in the level of the money supply are neutral,

a¤ecting only the level of prices.23

5.3.2 Endogenous Market Segmentation

The standard limited-participation model assumes all agents participate in all mar-

kets, just not all the time. Some agents make portfolio choices before all information

is revealed and are then restricted until the next period from reallocating their port-

folio once the information is available. An alternative approach is to assume that

some agents access some markets infrequently. For example, Alvarez, Atkeson, and

Kehoe (2002) developed a model of endogenous market segmentation. Fixed costs of

23. To produce more persistent real e¤ects of monetary shocks, Chari, Christiano, and Eichenbaum (1995)
introduced quadratic costs of portfolio adjustment. A similar mechanism was employed by Cooley and
Quadrini (1999).
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exchanging bonds for money leads agents to trade infrequently.24 Monetary injec-

tions into the bond market cause distributional e¤ects because the new money must

be held by the subset of agents active in the bond market. These e¤ects will depend

on the level of inflation, however. When inflation is low, the opportunity cost of

holding money is low, and few agents will find it worthwhile to pay the fixed cost

of exchanging money for bonds; market segmentation will be high and monetary

shocks will have large distributional e¤ects. When inflation is high, the opportunity

cost of holding money is also high, and most agents will find it worthwhile to pay the

fixed cost of exchanging money for bonds; market segmentation will be low and

monetary shocks will have small distributional e¤ects.

The basic structure of the Alvarez, Atkeson, and Kehoe (2002) model consists of a

goods market and an asset market. Changes in the supply of money are engineered

via open market operations in the asset market. Purchases in the goods market are

subject to a cash-in-advance constraint. Suppose a household’s desired consumption

is greater than the real value of its initial cash holdings. The household can sell bonds

to obtain additional cash, but each transfer of cash between the asset market and the

goods market incurs a fixed cost of g. Let m be the household’s real money balances,

and let c denote the consumption level it would choose if it incurs the fixed cost of

obtaining additional money. Then it will pay the fixed cost and make an asset ex-

change if

hðc;mÞ1UðcÞ �UðmÞ �UcðcÞðcþ g�mÞ > 0; ð5:26Þ
where UðcÞ is utility of consumption and Uc is marginal utility. To understand this

condition, note that if the household does not make an asset transfer, the cash-in-

advance constraint implies it can consume m, yielding utility UðmÞ. If it does make

a transfer, it can consume c, yielding utility UðcÞ, but it must also pay the fee g, and

the last term in (5.26) is the cost of the fee in terms of utility.25

Importantly, the function h defined in (5.26) is minimized when m ¼ c, in which

case hðc; cÞ ¼ �UcðcÞg < 0. Because h is continuous, for m near c, h will be negative,

the condition in (5.26) will not be satisfied, and the household will be in what

Alvarez, Atkeson, and Kehoe described as a zone of inactivity. The gain from an as-

set exchange is not su‰cient to justify the fixed cost, so the household does not par-

ticipate in the asset market. If m is further away from c, the gains are larger. Alvarez,

Atkeson, and Kehoe showed that mL and mH can be defined such that if m < mL or

24. Alvarez, Lucas, and Weber (2001) provided a simplified model with segmented markets in which an
exogenous fraction of agents do not participate in the bond market.

25. The cost of consuming c is cþ g, since the fee must be paid. The cost of consuming m is just m, so
the extra cost of consuming c is cþ g�m, which carries a utility cost of UcðcÞðcþ g�mÞ.
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m > mH , the household will find it worthwhile to be active in the asset market. In the

former case (i.e., when m < mL), the household will sell bonds for money; in the lat-

ter case (i.e., when m > mH ), the household will use money to buy bonds. Thus, mar-

kets are segmented in that some households are actively participating in the asset

markets while others are inactive, but this segmentation is endogenously determined.

Given market segmentation, a monetary injection has real e¤ects just as in the ear-

lier limited-participation models that treated segmentation or lack of market access

as an exogenous characteristic of the environment. An increase in the growth rate of

money increases expected inflation, and this acts to raise the nominal interest rate.

However, the increase in real balances raises the consumption of the households

who are active in the asset market. As in all the models that have been examined,

the real return links the marginal utility of consumption today with the expected fu-

ture marginal utility of consumption, but it is only the marginal utility of the active

households that is relevant in the asset market.26 Since their current consumption

has risen relative to their expected future consumption, the real interest rate falls.

Alvarez, Atkeson, and Kehoe called this the segmentation e¤ect. Thus, nominal in-

terest rates may fall with an increase in the growth rate of money if the segmentation

e¤ect is larger than the expected inflation e¤ect.

To illustrate the competing e¤ects on the nominal interest rate, Alvarez, Atkeson,

and Kehoe assumed money growth rates, expressed as deviations around the steady

state, following an AR(1) process:

m̂mt ¼ rm̂mt�1 þ et;

where m̂m denotes the log deviation of m. They then showed that expected inflation is

equal to Etm̂mtþ1, and the marginal utility of active households is �fm̂mt, with f > 0. Let

ûucðtÞ denote the log deviation of the marginal utility of active households at date t.

Then, the log-linear approximation to the Euler condition implies that the real inter-

est rate is

r̂rt ¼ �½Etûucðtþ 1Þ � ûucðtÞ� ¼ fðEtm̂mtþ1 � m̂mtÞ ¼ fðr� 1Þm̂mt:

The e¤ect of money growth on the nominal interest rate is then equal to

{̂{t ¼ r̂rt þ Etp̂ptþ1 ¼ fðr� 1Þm̂mt þ rm̂mt ¼ ½fðr� 1Þ þ r�m̂mt;

which is negative (faster money growth lowers the nominal interest rate) if f >

r=ð1� rÞ. The authors then discussed possible calibrations of f consistent with their

model. For example, if half of all households are inactive and the coe‰cient of

26. The standard Euler condition, UcðtÞ ¼ bð1þ rtÞEtUcðtþ 1Þ, still holds for active households, but it no
longer holds for the representative household.
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relative risk aversion is 2, then f ¼ 1. In this case, nominal interest rates fall in re-

sponse to a rise in money growth as long as r < 1=2.

5.3.3 Assessment

Models that generate real e¤ects of money by restricting financial transactions can

account for nominal (and real) interest rate declines in response to monetary policy

shocks. But as Dotsey and Ireland (1995) showed, this class of models does not

account for interest rate e¤ects of the magnitude actually observed in the data. Simi-

larly, R. King and Watson (1996) found that monetary shocks do not produce signif-

icant business cycle fluctuations in their version of a limited-participation model

(which they call a liquidity-e¤ect model ). Christiano, Eichenbaum, and Evans (1997)

showed that their limited-participation model is able to match evidence on the e¤ects

of monetary shocks on prices, output, real wages, and profits only if the labor supply

wage elasticity is assumed to be very high. They argued that this outcome is due,

in part, to the absence of labor market frictions in the current generation of limited-

participation models.

Because limited-participation models were developed to account for the observa-

tion that monetary injections lower market interest rates, the real test of whether

they have isolated an important channel through which monetary policy operates

must come from evaluating their other implications. Christiano, Eichenbaum, and

Evans (1997) examined real wage and profit movements to test their models. They

argued that limited-participation models are able to account for the increase in prof-

its that follows a monetary expansion. A further implication of such models relates

to the manner in which the impact of monetary injections will change over time as

financial sectors evolve and the cost of transactions falls. Financial markets today

are very di¤erent than they were 25 years ago, and these di¤erences should show

up in the way money a¤ects interest rates now as compared to 25 years ago.27 While

financial market frictions are likely to be important in understanding the e¤ects of

monetary policy actions on short-term market interest rates, the relevance of the

channels emphasized in limited-participation models for understanding the broader

e¤ects of monetary policy on the aggregate economy remains an open debate.

5.4 Summary

Monetary economists generally agree that the models discussed in chapters 2–4,

while useful for examining issues such as the welfare cost of inflation and the optimal

27. Cole and Ohanian (2002) argued that the impact of money shocks in the United States has declined
with the ratio of M1 to nominal GDP, a finding consistent with the implications of limited-participation
models.
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inflation tax, need to be modified to account for the short-run e¤ects of monetary

factors on the economy. In this chapter, two such modifications were explored: infor-

mational frictions, and frictions that limit the ability of some agents to adjust their

portfolios. Aggregate informational or portfolio frictions can allow money to have

real e¤ects in the short run even when prices are completely flexible, but most mone-

tary models designed to address short-run monetary issues assume that prices and/or

wages do not adjust instantaneously in response to changes in economic conditions.

The next chapter discusses models of nominal price and wage rigidities.

5.5 Appendix: An Imperfect-Information Model

This appendix provides details on the derivation of equilibrium in the Lucas

imperfect-information model of section 5.2.2. Additional details on the derivations

employed in this appendix can be found at hhttp://people.ucsc.edu/~walshc/mtp3ei.
Using (5.4) to eliminate the marginal utility of consumption from (5.1)–(5.3), the

equilibrium in local market i, or island i, can be represented by the following three

equations, where the goods equilibrium condition yi ¼ ci has been used:

yi
t ¼ ð1� aÞni

t ð5:27Þ

1þ h
nss

1� nss

� �� �
ni
t ¼ ð1þW1Þyi

t þW2ðmi
t � pi

tÞ ð5:28Þ

mi
t � pi

t ¼ yi
t þ

1

b

� �
b

1� b

� �
½E ittþ1 � ðE iptþ1 � pi

tÞ

þW1E
iðytþ1 � yi

tÞ þW2E
iðmtþ1 � ptþ1 �mi

t þ pi
tÞ�; ð5:29Þ

where W1 ¼ ½jðb�FÞ � b�, W2 ¼ ðb�FÞð1� jÞ, and28

j1
aðCssÞ1�b

aðCssÞ1�b þ ð1� aÞ½ðM=PÞss�1�b
:

The chapter 2 appendix contains a more complete derivation of the basic MIU

model. Equation (5.28) is derived from the condition that the marginal utility of

28. The parameters b, F, b, and h are from the utility function of the representative agent:

u Ct;
Mt

Pt

; 1�Nt

� �
¼

aC 1�b
t þ ð1� aÞ Mt

Pt

� 	1�b
� �ð1�FÞ=ð1�bÞ

1�F
þC

½ð1�NtÞ1�h�
1� h

:
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leisure divided by the marginal utility of consumption must equal the marginal prod-

uct of labor. Equation (5.29) is derived from the first-order condition that for an

agent on island i,

ui
cðtÞ ¼ ui

mðtÞ þ bE i Ttþ1

Ptþ1

� �
ucðtþ 1Þ; ð5:30Þ

where the left side is the utility cost of reducing consumption marginally in order to

hold more money, and the right side is the return from higher money holdings. This

return consists of the direct utility yield ui
mðtÞ, plus the utility from using the real bal-

ances to increase consumption in period tþ 1. With transfers viewed as proportional

to money holdings, the individual treats money as if it yielded a real return of

Ttþ1=Ptþ1. Given the assumed utility function, both sides of (5.30) can be divided

by ui
cðtÞ and written as

1 ¼ 1� a

a

� �
Mi

t =P
i
t

C i
t

 !�b

þ bE i Ttþ1

Ptþ1

� �
X

ðb�FÞ=ð1�bÞ
tþ1 C�b

tþ1

X
ðb�FÞ=ð1�bÞ
t C�b

t

 !
;

where

Xt ¼ aC1�b
t þ ð1� aÞ Mt

Pt

� �1�b

:

Expressed in terms of percentage deviations around the steady state (denoted by

lowercase letters), the two terms on the right side become

1� a

a

� �
Mi

t =P
i
t

C i
t

 !�b

A
1� a

a

� �
M=P

C

� �ss� ��b

½1þ bcit � bðmi
t � pi

tÞ�

and

bE i Ttþ1

Ptþ1

� �
X

ðb�FÞ=ð1�bÞ
tþ1 C�b

tþ1

X
ðb�FÞ=ð1�bÞ
t C�b

t

 !

AbE i½1þ ttþ1 � ptþ1 þ pi
t þW1Dctþ1 þW2ðDmtþ1 � Dptþ1Þ�;

where D is the first di¤erence operator ðDctþ1 ¼ ctþ1 � citÞ and the fact that in the

steady state, T ss ¼ Pss has been used. This condition also implies

1 ¼ 1� a

a

� �
M=P

C

� �ss� ��b

þ b
T ss

Pss

� �
¼ 1� a

a

� �
M=P

C

� �ss� ��b

þ b; ð5:31Þ
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so the first-order condition becomes

0 ¼ ð1� bÞ½bcit � bðmi
t � pi

tÞ�

þ bE i½ttþ1 � ptþ1 þ pi
t þW1Dctþ1 þW2ðDmtþ1 � Dptþ1Þ�;

which can be rearranged to yield (5.29), since ci ¼ yi.

The nominal money supply on island i is assumed to evolve according to

mi
t ¼ rmmt�1 þ vt þ ut þ ui

t :

The value of v is announced (or observed) at the start of period t. Individuals on is-

land i observe the island-specific nominal money stock mi
t . This allows them to infer

ut þ ui
t but not u and ui separately. The expectation of the time tþ 1 money supply,

conditional on the information available on island i, will be E imtþ1 ¼ r2mmt�1 þ
rmvt þ rmE

iut. Equating expectations with linear least-squares projections, E iut ¼
kðut þ ui

tÞ, where k ¼ s2
u=ðs2

u þ s2
i Þ.

The time t transfer tt is tt ¼ mt �mt�1 ¼ ðrm � 1Þmt�1 þ vt þ ut, so

Etttþ1 ¼ ðrm � 1ÞE imt þ E i½vtþ1 þ utþ1�

¼ ðrm � 1Þ½rmmt�1 þ vt þ kðut þ ui
tÞ�:

Eliminating output and the expected transfer from (5.27)–(5.29), these equations

yield the following two equations for employment and prices:

ni
t ¼

W2

1þ h nss

l ss

� �� ð1þW1Þð1� aÞ

" #
ðmi

t � pi
tÞ ¼ Aðmi

t � pi
tÞ ð5:32Þ

mi
t � pi

t ¼ ð1� aÞni
t þ

1

b

� �
b

1� b

� �
W2E

i½mtþ1 � ptþ1 �mi
t þ pi

t �

þ 1

b

� �
b

1� b

� �
ð1� aÞW1E

iDntþ1

þ 1

b

� �
b

1� b

� �
½ðrm � 1ÞE imt � E iptþ1 þ pi

t �: ð5:33Þ

By substituting (5.32) into (5.33), one obtains a single equation that involves the

price process and the exogenous nominal money supply process:
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ðmi
t � pi

tÞ ¼ ð1� aÞAðmi
t � pi

tÞ

þ 1

b

� �
b

1� b

� �
½W2 þ ð1� aÞW1A�E i½mtþ1 � ptþ1 �mi

t þ pi
t �

þ 1

b

� �
b

1� b

� �
½ðrm � 1ÞE imt � E iptþ1 þ pi

t �: ð5:34Þ

Equation (5.34) can be solved using the method of undetermined coe‰cients (see

McCallum 1989; Attfield, Demery, and Duck 1991). This method involves guessing

a solution for pi
t and then verifying that the solution is consistent with (5.34). Since

mt depends on mt�1, vt, ut, and ui
t , a guess for the minimum state-variable solution

(McCallum 1983a) for the equilibrium price level takes the following form:

pi
t ¼ a1mt�1 þ a2vt þ a3ut þ a4u

i
t ; ð5:35Þ

where the aj coe‰cients are yet to be determined parameters. Equation (5.35) implies

that the aggregate price level is pt ¼ a1mt�1 þ a2vt þ a3ut, so

E iptþ1 ¼ a1E
imt ¼ a1ðrmmt�1 þ vt þ E iutÞ

¼ a1½rmmt�1 þ vt þ kðut þ ui
tÞ�

E imtþ1 ¼ r2mmt�1 þ rmvt þ rmE
iut:

Now all the terms in (5.34) can be evaluated. The left side of (5.34) is equal to

ðmi
t � pi

tÞ ¼ ðrm � a1Þmt�1 þ ð1� a2Þvt þ ð1� a3Þut þ ð1� a4Þui
t ;

and the terms on the right side equal

ð1� aÞA½ðrm � a1Þmt�1 þ ð1� a2Þvt þ ð1� a3Þut þ ð1� a4Þui
t �;

B½r2mmt�1 þ rmvt þ rmkðut þ ui
tÞ� � Ba1½rmmt�1 þ vt þ kðut þ ui

tÞ�

� B½rmmt�1 þ vt þ ut þ ui
t � þ Bða1mt�1 þ a2vt þ a3ut þ a4u

i
tÞ;

where B ¼ ðb=bð1� bÞÞ½W2 � ð1� aÞW1A�, and
1

b

� �
b

1� b

� �
ðrm � 1Þ½rmmt�1 þ vt þ kðut þ ui

tÞ�

� 1

b

� �
b

1� b

� �
½a1ðrmmt�1 þ vt þ kðut þ ui

tÞÞ � ða1mt�1 þ a2vt þ a3ut þ a4u
i
tÞ�:
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For the two sides of (5.34) to be equal for all possible realizations of mt�1, vt, ut, and

ui
t requires that the following hold. First, the coe‰cient on mt�1 on the right side

must be equal to the coe‰cient on the left side, which holds if a1 ¼ rm. Second, the

coe‰cient of vt on the right side must be equal to the coe‰cient of vt on the left side,

or a2 ¼ 1 (since a1 ¼ rm). Third, the coe‰cient of ut on the right side must be equal

to the coe‰cient of ut on the left side, or

a3 ¼ kþ K

1þ K
< 1;

where

K ¼ b
1� b

b

� �
½1� ð1� aÞAþ B�:

Finally, the coe‰cient on ui
t on the right side must be equal to its coe‰cient on the

left side, or a4 ¼ a3.

Combining these results, one obtains the expressions for the equilibrium economy-

wide price level and employment given by (5.6) and (5.7).

5.6 Problems

1. Using (5.1)–(5.4), show that if W2 ¼ 0, then yt ¼ yi
t ¼ ni

t ¼ nt ¼ 0.

2. Suppose the central bank becomes more transparent in that s2
u falls, so that the

aggregate money stock becomes more predictable. Using the Lucas model of section

5.2.2, explain how the variance of the price level and the variance of employment

would be a¤ected by this change.

3. According to the sticky information model of section 5.2.3, the impact of the out-

put gap on inflation (holding constant expectations) is equal to al=ð1� lÞ, where l

is the fraction of firms that update their information. Explain why the impact of the

output gap on inflation is increasing in l.

4. Using the model of section 5.2.3 and the calibrated values used to obtain figures

5.1 and 5.2, construct impulse responses for inflation and output to innovations to

the money growth rate for r ¼ 0; 0:25; 0:5, and 0:75. How are the responses a¤ected

by the degree of serial correlation in the growth rate of money?

5. Assume aggregate output is given by Yt ¼ ZtNt, where Z is a productivity shock

and N is employment. Using the limited-participation model of section 5.3.1, show

that when the household makes its portfolio decision, it anticipates that the marginal

rate of substitution between leisure and consumption will equal the marginal product

of labor. (Hint: Linearize (5.25), and take expectations based on the household’s in-

formation set.)
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6 Money in the Short Run: Nominal Price and Wage Rigidities

6.1 Introduction

In this chapter, the focus shifts away from models with flexible wages and prices to

models of sticky wages and prices. It starts with a simple example of a model with

nominal wage rigidities that last for one period. Then it reviews models that account

for the observation that prices and wages may take several periods to adjust to

changes in macroeconomic conditions. Time-dependent and state-dependent models

of price adjustment are discussed. Time-dependent pricing models assume the proba-

bility that a firm changes its price is a function only of time, and state-dependent

models make this probability a function of the current state of the economy.

The focus in this chapter is on various models of nominal rigidities. In chapter 8,

the new Keynesian Phillips curve developed in section 6.3.2 is incorporated into a

general equilibrium framework so that the implications of price and wage rigidities

for monetary policy can be studied.

6.2 Sticky Prices and Wages

Most macroeconomic models attribute the short-run real e¤ects of monetary distur-

bances not to imperfect information or limited participation in financial markets

but to the presence of nominal wage and/or price rigidities. These rigidities mean

that nominal wages and prices fail to adjust immediately and completely to changes

in the nominal quantity of money. In the 1980s it was common to model nominal

rigidities by imposing the assumption that prices (or wages) were fixed for one pe-

riod. This approach is illustrated in section 6.2.1 and employed extensively in chapter

7. This modification increases the impact that monetary disturbances have on real

output but cannot account for persistent real e¤ects of monetary policy. The model

of staggered multiperiod nominal wage contracts due to Taylor (1979; 1980) can gen-

erate the persistent output responses observed in the data, but Taylor’s model was



not based on an explicit model of optimizing behavior by workers or firms. The

literature in recent years has turned to models of monopolistic competition and price

stickiness in which the decision problem faced by firms in setting prices can be made

explicit. The objective in this section is to review some of the standard models of

nominal rigidities and their implications. The new generation of dynamic stochastic

general equilibrium (DSGE) models based on nominal rigidites and their implica-

tions for monetary policy analysis is the chief focus of chapter 8.

6.2.1 An Example of Nominal Rigidities in General Equilibrium

The first model considered adds a one-period nominal wage rigidity to the MIU

model of chapter 2. This approach is not based on optimizing behavior by wage set-

ters, but it leads to a reduced-form model that has been widely used in monetary eco-

nomics. This model plays an important role in the analysis of time inconsistency in

chapter 7.

Wage Rigidity in an MIU Model

One way to introduce nominal price stickiness is to modify a flexible-price model,

such as an MIU model, by simply assuming that prices and/or wages are set at the

start of each period and are unresponsive to developments within the period. In

chapter 2 a linear approximation was used to examine the time series implications

of an MIU model. Wages and prices were assumed to adjust to ensure market equi-

librium, and consequently the behavior of the money supply mattered only to the

extent that anticipated inflation was a¤ected. A positive disturbance to the growth

rate of money would, assuming that the growth rate of money was positively serially

correlated, raise the expected rate of inflation, leading to a rise in the nominal rate of

interest that a¤ects labor supply and output. These last e¤ects depended on the form

of the utility function; if utility was separable in money, changes in expected inflation

had no e¤ect on labor supply or real output. Introducing wage stickiness into an

MIU model serves to illustrate the e¤ect such a modification has on the impact of

monetary disturbances.

Consider the linear approximation to the Sidrauski MIU model developed in

chapter 2. To simplify the model, assume utility is separable in consumption and

money holdings (b ¼ F, or W2 ¼ 0 in terms of the parameters of the model used in

chapter 2). This implies that money and monetary shocks have no e¤ect on output

when prices are perfectly flexible.1 In addition, the capital stock is treated as fixed,

and investment is zero. This follows McCallum and Nelson (1999), who argued that

for most monetary policy and business cycle analyses, fluctuations in the stock of

1. From (5.32), money surprises also have no e¤ect on employment and output when W2 ¼ 0 in Lucas’s
imperfect-information model.
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capital do not play a major role. The equations characterizing equilibrium in the

resulting MIU model are

yt ¼ ð1� aÞnt þ et ð6:1Þ
yt ¼ ct ð6:2Þ
yt � nt ¼ wt � pt ð6:3Þ
FEtðctþ1 � ctÞ � rt ¼ 0 ð6:4Þ

h
nss

1� nss

� �
nt þFct ¼ wt � pt ð6:5Þ

mt � pt ¼ ct � 1

bi ss

� �
it ð6:6Þ

it ¼ rt þ Etptþ1 � pt ð6:7Þ
mt ¼ rmmt�1 þ st: ð6:8Þ

All variables are expressed as log derivations from steady state. The system is written

in terms of the log price level p rather than the inflation rate, and in contrast to the

notation of chapter 2, m represents the nominal stock of money. Equation (6.1) is the

economy’s production function in which output deviations from the steady state are

a linear function of the deviations of labor supply from steady state and a productiv-

ity shock. Equation (6.2) is the resource constraint derived from the condition that

in the absence of investment or government purchases, output equals consumption.

Labor demand is derived from the condition that labor is employed up to the point

where the marginal product of labor equals the real wage. With the Cobb-Douglas

production function underlying (6.1), this condition, expressed in terms of percentage

deviations from the steady state, can be written as (6.3).2 Equations (6.4)–(6.6) are

derived from the representative household’s first-order conditions for consumption,

leisure, and money holdings. Equation (6.7) is the Fisher equation linking the nomi-

nal and real rates of interest. Finally, (6.8) gives the exogenous process for the nom-

inal money supply.3

When prices are flexible, (6.1)–(6.5) form a system of equations that can be solved

for the equilibrium time paths of output, labor, consumption, the real wage, and the

2. If Y ¼ K aN 1�a, then the marginal product of labor is ð1� aÞY=N, where K is the fixed stock of capi-
tal. In log terms, the real wage is then equal to ln W � ln P ¼ lnð1� aÞ þ ln Y � ln N, or, in terms of
deviations from steady state, w� p ¼ y� n.

3. Alternatively, the nominal interest rate it could be taken as the instrument of monetary policy, with
(6.6) then determining mt.
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real rate of interest. Equations (6.6)–(6.8) then determine the evolution of real money

balances, the nominal interest rate, and the price level. Thus, realizations of the mon-

etary disturbance st have no e¤ect on output when prices are flexible. This version of

the MIU model displays the classical dichotomy (Modigliani 1963; Patinkin 1965);

real variables such as output, consumption, investment, and the real interest rate are

determined independently of both the money supply process and money demand

factors.4

Now suppose the nominal wage rate is set prior to the start of the period, and that

it is set equal to the level expected to produce the real wage that equates labor supply

and labor demand. Since workers and firms are assumed to have a real wage target in

mind, the nominal wage will adjust fully to reflect expectations of price level changes

held at the time the nominal wage is set. This means that the information available at

the time the wage is set, and on which expectations will be based, will be important.

If unanticipated changes in prices occur, the actual real wage will di¤er from its

expected value. In the standard formulation, firms are assumed to determine employ-

ment on the basis of the actual, realized real wage. If prices are unexpectedly low, the

actual real wage will exceed the level expected to clear the labor market, and firms

will reduce employment.5

The equilibrium level of employment and the real wage with flexible prices can be

obtained by equating labor supply and labor demand (from (6.5) and (6.3)) and then

using the production function (6.1) and the resource constraint (6.2) to obtain

n�
t ¼ 1�F

1þ hþ ð1� aÞðF� 1Þ
� �

et ¼ b0et

and

o�
t ¼ hþF

1þ hþ ð1� aÞðF� 1Þ
� �

et ¼ b1et;

where n� is the flexible-wage equilibrium employment, o� is the flexible-wage equi-

librium real wage, and h1 hnss=ð1� nssÞ.
The contract nominal wage wc will satisfy

wc
t ¼ Et�1o

�
t þ Et�1pt: ð6:9Þ

4. This is stronger than the property of monetary superneutrality, in which the real variables are indepen-
dent of the money supply process. For example, Lucas’s model does not display the classical dichotomy as
long as W2 0 0 because the production function, the resource constraint, and the labor supply condition
cannot be solved for output, consumption, and employment without knowing the real demand for money,
since real balances enter (5.4).

5. This implies that the real wage falls in response to a positive money shock. Using a VAR approach
based on U.S. data, Christiano, Eichenbaum, and Evans (1997) found that an expansionary monetary pol-
icy shock actually leads to a slight increase in real wages.
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With firms equating the marginal product of labor to the actual real wage, actual em-

ployment will equal nt ¼ yt � ðwc
t � ptÞ ¼ yt � Et�1o

�
t þ ðpt � Et�1ptÞ, or using the

production function and noting that Et�1o
�
t ¼ �aEt�1n

�
t þ Et�1et,

nt ¼ Et�1n
�
t þ

1

a

� �
ðpt � Et�1ptÞ þ 1

a

� �
et; ð6:10Þ

where et ¼ ðet � Et�1etÞ. Equation (6.10) shows that employment deviates from the

expected flexible-wage equilibrium level in the face of unexpected movements in

prices. An unanticipated increase in prices reduces the real value of the contract

wage and leads firms to expand employment. An unexpected productivity shock et
raises the marginal product of labor and leads to an employment increase.

By substituting (6.10) into the production function, one obtains

yt ¼ ð1� aÞ Et�1n
�
t þ

1

a

� �
ðpt � Et�1ptÞ þ 1

a

� �
et

� �
þ et;

which implies that

yt � Et�1y
�
t ¼ aðpt � Et�1ptÞ þ ð1þ aÞet; ð6:11Þ

where Et�1y
� ¼ ð1� aÞEt�1n

�
t þ Et�1et is expected equilibrium output under flexible

wages and a ¼ ð1� aÞ=a. Innovations to output are positively related to price inno-

vations. Thus, monetary shocks which produce unanticipated price movements di-

rectly a¤ect real output.

The linear approximation to the MIU model, augmented with one-period nominal

wage contracts, produces one of the basic frameworks often used to address policy

issues. This framework generally assumes serially uncorrelated disturbances, so

Et�1y
� ¼ 0 and the aggregate supply equation (6.11), often called a Lucas supply

function (see chapter 5) becomes

yt ¼ aðpt � Et�1ptÞ þ ð1þ aÞet: ð6:12Þ

The demand side often consists of a simple quantity equation of the form

mt � pt ¼ yt: ð6:13Þ
This model can be obtained from the model of the chapter appendix (section 6.5) by

letting b ! y; this implies that the interest elasticity of money demand goes to zero.

According to (6.12), a 1 percent deviation of p from its expected value will cause a

ð1� aÞ=aA1:8 percent deviation of output if the benchmark value of 0:36 is used for

a. To solve the model for equilibrium output and the price level, given the nominal

quantity of money, note that (6.13) and (6.8) imply
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pt � Et�1pt ¼ mt � Et�1mt � ðyt � Et�1ytÞ ¼ st � yt:

Substituting this result into (6.12), one obtains

yt ¼ a

1þ a

� �
st þ 1þ a

1þ a

� �
et ¼ ð1� aÞst þ et: ð6:14Þ

A 1 percent money surprise increases output by 1� aA0:64 percent. Notice that in

(6.12) the coe‰cient a on price surprises depends on parameters of the production

function. This is in contrast to Lucas’s misperceptions model, in which the impact

on output of a price surprise depends on the variances of shocks (see section 5.2.2).

The model consisting of (6.12) and (6.13) will play an important role in the analysis

of monetary policy in chapter 7.

When (6.13) is replaced with an interest-sensitive demand for money, the system-

atic behavior of the money supply can matter for the real e¤ects of money surprises.

For example, if money is positively serially correlated ðrm > 0Þ, a positive realization

of st implies that the money supply will be higher in the future as well. This leads to

increases in Etptþ1, expected inflation, and the nominal rate of interest. The rise in

the nominal rate of interest reduces the real demand for money today, causing, for a

given shock st, a larger increase in the price level today than occurs when rm ¼ 0.

This means the price surprise today is larger and implies that the real output e¤ect

of st will be increasing in rm.6

Bénassy (1995) shows how one-period wage contracts a¤ect the time series be-

havior of output in a model similar to the one used here but in which capital is not

ignored. However, the dynamics associated with consumption smoothing and capital

accumulation are inadequate on their own to produce anything like the output per-

sistence that is revealed by the data.7 That is why real business cycle models assume

that the productivity disturbance itself is highly serially correlated. Because it is

assumed here that nominal wages are fixed for only one period, the estimated e¤ects

of a monetary shock on output die out almost completely after one period.8 This

would continue to be the case even if the money shock were serially correlated. While

serial correlation in the st shock would a¤ect the behavior of the price level, this will

be incorporated into expectations, and the nominal wage set at the start of tþ 1 will

adjust fully to make the expected real wage (and therefore employment and output)

independent of the predictable movement in the price level. Just adding one-period

6. See problem 1 at the end of this chapter. I thank Henrik Jensen for pointing out this e¤ect of systematic
policy.

7. Cogley and Nason (1995) demonstrated this for standard real business cycle models.

8. With Bénassy’s model and parameters (a ¼ 0:40 and d ¼ 0:019), equilibrium output (expressed as a de-
viation from trend) is given by ytA0:6� ð1þ 0:006L� 0:002L2 . . .Þðmt �me

t Þ, so that the e¤ects of a
money surprise die out almost immediately (Bénassy 1995, 313, eq. 51).
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sticky nominal wages will not capture the persistent e¤ects of monetary shocks, but it

will significantly influence the e¤ect of a money shock on the economy.

6.2.2 Early Models of Intertemporal Nominal Adjustment

The model just discussed assumes that wages remain fixed for one period. More in-

teresting from the perspective of understanding the implications for macroeconomic

dynamics of nominal rigidities are models that allow prices and/or wages to adjust

gradually over several periods. Two such models are discussed here.

Taylor’s Model of Staggered Nominal Adjustment

One of the first models of nominal rigidities that also assumed rational expectations

is due to Taylor (1979; 1980). Because his model was originally developed in terms of

nominal wage-setting behavior, that approach is followed here. Prices are assumed to

be a constant markup over wage costs, so the adjustment of wages translates directly

into a model of the adjustment of prices.

Assume that wages are set for two periods, with one-half of all contracts negoti-

ated each period. Let xt equal the log contract wage set at time t. The average wage

faced by the firm is equal to wt ¼ ðxt þ xt�1Þ=2 because in period t, contracts set in

the previous period ðxt�1Þ are still in e¤ect. Assuming a constant markup, the log

price level is given by pt ¼ wt þ m, where m is the log markup. For convenience, nor-

malize so that m ¼ 0.

For workers covered by the contract set in period t, the average expected real wage

over the life of the contract is 1
2 ½ðxt � ptÞ þ ðxt � Etptþ1Þ� ¼ xt � 1

2 ðpt þ Etptþ1Þ.9 In

Taylor (1980), the expected average real contract wage is assumed to be increasing

in the level of economic activity, represented by log output:

xt ¼ 1

2
ðpt þ Etptþ1Þ þ kyt: ð6:15Þ

With pt ¼ 0:5ðxt þ xt�1Þ,

pt ¼ 1

2

1

2
ðpt þ Etptþ1Þ þ kyt þ 1

2
ðpt�1 þ Et�1ptÞ þ kyt�1

� �

¼ 1

4
½2pt þ Etptþ1 þ pt�1 þ ht� þ

k

2
ðyt þ yt�1Þ;

where ht 1Et�1pt � pt is an expectational error term. Rearranging,

9. It would be more appropriate to assume that workers care about the present discounted value of the
real wage over the life of the contract. This would lead to a specification of the form 0:5ð1þ bÞxt �
0:5ðpt þ bEtptþ1Þ for 0 < b < 1, where b is a discount factor.
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pt ¼ 1

2
pt�1 þ 1

2
Etptþ1 þ kðyt þ yt�1Þ þ 1

2
ht: ð6:16Þ

The basic Taylor specification leads to inertia in the aggregate price level. The value

of pt is influenced both by expectations of future prices and by the price level in the

previous period.

Expressed in terms of the rate of inflation pt ¼ pt � pt�1, (6.16) implies

pt ¼ Etptþ1 þ 2kðyt þ yt�1Þ þ ht: ð6:17Þ

The key implication of (6.17) is that while prices display inertia, the inflation rate

need not exhibit inertia, that is, it depends on expected future inflation but not on

past inflation. This is important, as can be seen by considering the implications of

Taylor’s model for a policy of disinflation. Suppose that the economy is in an initial,

perfect-foresight equilibrium with a constant inflation rate p1. Now suppose that in

period t� 1 the policymaker announces a policy that will lower the inflation rate to

p2 in period t and then maintain inflation at this new lower rate. Using (6.17) and the

definition of ht, it can be shown that this disinflation has no impact on total output.

As a consequence, inflation can be costlessly reduced. The price level is sticky in Tay-

lor’s specification, but the rate at which it changes, the rate of inflation, is not. The

backward-looking aspect of price behavior causes unanticipated reductions in the

level of the money supply to cause real output declines. Prices set previously are too

high relative to the new path for the money supply; only as contracts expire can their

real value be reduced to levels consistent with the new lower money supply. How-

ever, as Ball (1994a) has shown, price rigidities based on such backward-looking be-

havior need not imply that policies to reduce inflation by reducing the growth rate of

money will cause a recession. Since m continues to grow, just at a slower rate, the

real value of preset prices continues to be eroded, unlike the case of a level reduction

in m.10

Quadratic Costs of Price Changes

Rotemberg (1982) modeled the sluggish adjustment of prices by assuming that firms

faced quadratic costs of making price changes. Unlike the Taylor model, the Rotem-

berg model assumed all firms could adjust their price each period, but because of the

adjustment costs, they would only close partially any gap between their current price

and the optimal price.11

10. For example, when the policy to reduce inflation from p1 to p2 is announced in period t� 1, Et�1pt
falls. For a given level of output, this decline would reduce pt�1. If the policymaker acts to keep inflation
at the time of the announcement (i.e., pt�1) unchanged, output must rise.

11. Ireland (2004) provided a recent example of a model employing quadratic costs of adjusting prices.
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Suppose, for example, that the desired price of firm j depends on the aggregate

average price level and a measure of real economic activity. As with the sticky in-

formation model of chapter 5, assume the firm’s desired price in log terms is given by

p�
t ð jÞ ¼ pt þ axt: ð6:18Þ

Furthermore, assume profits are a decreasing quadratic function of the deviation of

the firm’s actual log price from p�
t ð jÞ:

Ptð jÞ ¼ �d½ptð jÞ � p�
t ð jÞ�2 ¼ �d½ptð jÞ � pt � axt�2:

The costs of adjusting price are also quadratic and equal to

ctð jÞ ¼ f½ptð jÞ � pt�1ð jÞ�2:
Each period, firm j chooses ptð jÞ to maximize

Xy
i¼0

b iEt½Ptþið jÞ � ctþið jÞ�:

The first-order condition for the firm’s problem is

�d½ptð jÞ � p�
t ð jÞ� � f½ptð jÞ � pt�1ð jÞ� þ bf½Etptþ1ð jÞ � ptð jÞ� ¼ 0:

Since all firms are identical, ptð jÞ ¼ ptðsÞ ¼ pt, and one can rewrite this first-order

condition in terms of inflation as

pt ¼ bEtptþ1 þ ad

f

� �
xt: ð6:19Þ

Actual inflation depends on the real activity variable xt and expected future inflation.

Because firms are concerned with their price relative to other firms’ prices, and they

recognize that future price changes are costly, the price they set at time t is higher if

they anticipate higher inflation in the future. The expression for inflation given by

(6.19) is very similar to those obtained from other models of price stickiness (see fol-

lowing sections), particularly in the role given to expected future inflation.12 Ireland

(1997a; 2001a) estimated a general equilibrium model of inflation and output that is

based on quadratic costs of adjusting prices.13

12. This is a point made by Roberts (1995).

13. Ireland (2001a) also introduced quadratic costs of changing the inflation rate to capture the idea that
inflation might be sticky. His empirical results support the hypothsis that prices are sticky but inflation is
not. However, in his model, the persistence of inflation that is observed in the data is attributed to persis-
tence in the exogenous shocks rather than to large costs of adjustment.
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However, while the assumption that firms face quadratic costs of adjusting prices

provides a very tractable specification that leads to a simple expression for inflation,

the quadratic cost formulation has not been as widely used as the models discussed

in section 6.2.4. The more common approach has been to imbed sticky prices into an

explicit model of monopolistic competition, to assume not all firms adjust prices each

period, and consequently to allow prices to di¤er across firms. In contrast, the qua-

dratic cost model, in its basic form, assumes all firms adjust prices every period and

so set the same price. The microeconomic evidence (see section 6.3.1) is not consis-

tent with models in which all firms adjust prices every period.

6.2.3 Imperfect Competition

A common argument is that nominal rigidities arise because of small menu costs, es-

sentially fixed costs, associated with changing wages or prices. As economic condi-

tions change, a firm’s optimal price will also change, but if there are fixed costs of

changing prices, it may not be optimal for the firm to adjust its price continually to

economic changes. Only if the firm’s actual price diverges su‰ciently from the equi-

librium price will it be worthwhile to bear the fixed cost and adjust prices. The mac-

roeconomic implications of menu cost models were first explored by Akerlof and

Yellen (1985) and Mankiw (1985) and were surveyed by D. Romer (2006, ch. 7).

Ball and Romer (1991) showed how small menu costs can interact with imperfect

competition in either goods or labor markets to amplify the impact of monetary dis-

turbances, create strategic complementaries, and lead potentially to multiple equilib-

ria. While menu costs rationalize sluggish price-setting behavior, such costs may seem

implausible as the reason that monetary disturbances have significant real e¤ects. Af-

ter all, adjusting production is also costly, and it is di‰cult to see why shutting down

an assembly line is less costly than reprinting price catalogs. And computers have

lowered the cost of changing prices for most retail establishments, although it seems

unlikely that this has had an important e¤ect on the ability of monetary authorities

to have short-run real e¤ects on the economy. Money seems to matter in important

ways because of nominal rigidities, but there is no satisfactory integration of micro-

economic models of nominal adjustment with monetary models of macroeconomic

equilibrium.

A problem with simply introducing price or wage stickiness into an otherwise

competitive model is that any sort of nominal rigidity naturally raises the question

of who is setting wages and prices, a question the perfectly competitive model begs.

To address the issue of price setting, one must examine models that incorporate some

aspect of imperfect competition, such as monopolistic competition.

A Basic Model of Monopolistic Competition

To explore the implications of nominal rigidities, a basic model that incorporates

monopolistic competition among intermediate goods producers is developed. Exam-
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ples of similar models include Blanchard and Kiyotaki (1987); Ball and Romer

(1991); Beaudry and Devereux (1995); and R. King and Watson (1996). Imperfect

competition can lead to aggregate demand externalities (Blanchard and Kiyotaki

1987), equilibria in which output is ine‰ciently low, and multiple equilibria (Ball

and Romer 1991; Rotemberg and Woodford 1995), but imperfect competition alone

does not lead to monetary non-neutrality. If prices are free to adjust, one-time per-

manent changes in the level of the money supply induce proportional changes in all

prices, leaving the real equilibrium una¤ected. Price stickiness remains critical to gen-

erating significant real e¤ects of money. The present example follows Chari, Kehoe,

and McGrattan (2000), and in the following section, price stickiness is added by

assuming that intermediate goods producers engage in multiperiod staggered price

setting.

Let Yt be the output of the final good; it is produced using inputs of the intermedi-

ate goods according to

Yt ¼
ð
YtðiÞq di

� �1=q
; 0 < qa 1; ð6:20Þ

where YtðiÞ is the input of intermediate good i. Firms producing final goods operate

in competitive output markets and maximize profits given by PtYt �
Ð
PtðiÞYtðiÞ di,

where Pt is the price of final output and PtðiÞ is the price of input i. The first-order

conditions for profit maximization by final goods producers yield the following de-

mand function for intermediate good i:

Y d
t ðiÞ ¼

Pt

PtðiÞ
� �1=ð1�qÞ

Yt: ð6:21Þ

Final goods firms earn zero profit as long as

Pt ¼
ð
PtðiÞq=ðq�1Þ

di

� �ðq�1Þ=q
:

Each intermediate good is produced according to a constant-returns-to-scale Cobb-

Douglas production function:

YtðiÞ ¼ KtðiÞaLtðiÞ1�a; ð6:22Þ
where K and L denote capital and labor inputs purchased in competitive factor mar-

kets at prices r and W . The producer of good YðiÞ chooses PðiÞ, KðiÞ, and LðiÞ to
maximize profits subject to the demand function (6.21) and the production function

(6.22). Intermediate profits are equal to
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PtðiÞ ¼ PtðiÞYtðiÞ � rtKtðiÞ �WtLtðiÞ

¼ ½PtðiÞ � PtVt� Pt

PtðiÞ
� �1=ð1�qÞ

Yt; ð6:23Þ

where Vt is equal to minimized unit costs of production (so PtVt is nominal unit

cost). The first-order condition for the value of PtðiÞ that maximizes profits for the

intermediate goods producing firm is

Pt

PtðiÞ
� �1=ð1�qÞ

Yt � 1

1� q
½PtðiÞ � PtVt� Pt

PtðiÞ
� �ð2�qÞ=ð1�qÞ

1

Pt

� �
Yt ¼ 0:

After some rearranging, this yields

PtðiÞ ¼ PtVt

q
: ð6:24Þ

Thus, the price of intermediate good i is set as a constant markup 1=q over unit nom-

inal costs PV .

For the intermediate goods producers, labor demand involves setting

Wt

PtðiÞ ¼ q
ð1� aÞYtðiÞ

LtðiÞ
� �

; ð6:25Þ

where Wt is the nominal wage rate and ð1� aÞYtðiÞ=LtðiÞ is the marginal product of

labor. In a symmetric equilibrium, all intermediate firms charge the same relative

price, employ the same labor and capital inputs, and produce at the same level, so

PtðiÞ ¼ Ptð jÞ ¼ Pt, and (6.25) implies

Lt ¼ qð1� aÞYt

Wt=Pt

: ð6:26Þ

Firms will be concerned with their relative price, not the absolute price level, so

money remains neutral. As (6.25) and (6.26) show, proportional changes in all nomi-

nal prices (i.e., PðiÞ, P, andW ) leave firm i 0s optimal relative price and aggregate labor

demand una¤ected. If the household’s decision problem is not altered from the earlier

analysis, consumption, labor supply, and investment decisions would not be altered by

proportional changes in all nominal prices and the nominal stock of money.14

14. The household’s budget constraint is altered because real profits of the intermediate goods producers
must be paid out to households. However, as (6.23) shows, nominal profits are homogeneous of degree 1 in
prices, so their real value will be homogeneous of degree 0. Thus, proportional changes in the nominal
money stock and all prices leave the household’s budget constraint una¤ected.

236 6 Money in the Short Run: Nominal Price and Wage Rigidities



To complete the specification of the model, the aggregate demand for labor given

by (6.26) must be equated to the aggregate labor supply derived from the outcome of

household choices. In the flexible-price models examined so far, labor market equi-

librium with competitive factor markets required that the marginal rate of substitu-

tion between leisure and consumption be equal to the real wage, which, in turn, was

equal to the marginal product of labor. With imperfect competition, (6.26) shows

that q drives a wedge between the real wage and the marginal product of labor.15

Thus, labor market equilibrium requires that

Ul

Uc

¼ W

P
¼ qMPLaMPL: ð6:27Þ

If the model is linearized around the steady state, q drops out of the labor market

equilibrium condition because of the way in which it enters multiplicatively.

This example of a model of monopolistic competition assumed flexible prices (and

wages). The basic structure of this example is used to explore alternative models of

nominal rigidities.

6.2.4 Time-Dependent Pricing (TDP) Models

An important class of models treats the adjustment of prices (and wages) as depend-

ing on time but not on the state of the economy. That is, they assume the probability

that a firm adjusts its price does not depend on whether there have been big shocks

since the price was last changed or whether inflation has been high or low since the

last adjustment. Instead, this probability may depend simply on how many periods

since the firm last adjusted its price, or the probability of adjustment might be the

same, regardless of how long it has been since the last price change or how economic

conditions may have changed. The Taylor model discussed earlier is an example of a

time-dependent pricing (TDP) model. Time-dependent models of price adjustment

are more tractable than models in which the decision to change price depends on

the state of the economy. As a consequence, time-dependent models are very popular

and are the basis of most models employed for policy analysis. State-dependent mod-

els are discussed in section 6.2.5.16

The Taylor Model Revisited

Taylor (1979; 1980) argued that the presence of multiperiod nominal contracts, with

only a fraction of wages or prices negotiated each period, could generate the type of

real output persistence in response to monetary shocks observed in the data. When

15. In their calibrations, Chari, Kehoe, and McGrattan used a value of 0.9 for q.

16. The focus of this section is on models of price adjustment; similar models have been applied to explain
the adjustment of nominal wages. Chapter 8 examines the implications of incorporating both sticky prices
and sticky wages into a general equilibrium model.

6.2 Sticky Prices and Wages 237



setting a price during period t that will remain in e¤ect for several periods, a firm will

base its decisions on its expectations of conditions in future periods. But the aggre-

gate price level will also depend on those prices set in earlier periods that are still in

e¤ect. This imparts both forward-looking and backward-looking aspects to the ag-

gregate price level and, as Taylor showed, provides a framework capable of replicat-

ing aggregate dynamics.

To develop a simple example based on Chari, Kehoe, and McGrattan (2000) and

their model of monopolistic competition (see section 6.2.3), suppose that each inter-

mediate goods producing firm sets its price PðiÞ for two periods, with half of all firms

adjusting in each period.17 Thus, if i A ½0; 0:5Þ, assume that PðiÞ is set in period t,

tþ 2, tþ 4, and so on. If i A ½0:5; 1�, the firm sets prices in periods tþ 1, tþ 3, and

so on. Since only symmetric equilibria are considered in which all firms setting prices

at time t pick the same price, one can drop the index i and let Ptþj denote the inter-

mediate goods price set in period tþ j for periods tþ j and tþ j þ 1.

Consider a firm i setting its price in period t. This price will be in e¤ect for periods

t and tþ 1. Thus, if Rt is the gross interest rate, Pt will be chosen to maximize

Et ðPt � PtVtÞ Pt

Pt

� �1=ð1�qÞ
Yt þ R�1

t ðPt � Ptþ1Vtþ1Þ Ptþ1

Pt

� �1=ð1�qÞ
Ytþ1

" #
;

which represents the expected discounted profits over periods t and tþ 1.18 After

some manipulation of the first-order condition, one obtains

Pt ¼
EtðPy

t VtYt þ R�1
t Py

tþ1Vtþ1Ytþ1Þ
qEtðP1=ð1�qÞ

t Yt þ R�1
t P

1=ð1�qÞ
tþ1 Ytþ1Þ

; ð6:28Þ

where y ¼ ð2� qÞ=ð1� qÞ. If prices are set for only one period, the terms involving

tþ 1 drop out, and one obtains the earlier pricing equation (6.24).

What does (6.28) imply about aggregate price adjustment? Let p, p, and v denote

percentage deviations of P, P, and V around a zero inflation steady state. If dis-

counting is ignored, for simplicity, (6.28) can be approximated in terms of percentage

deviations around the steady state as

pt ¼
1

2
ðpt þ Etptþ1Þ þ 1

2
ðvt þ Etvtþ1Þ: ð6:29Þ

17. This is a form of time-dependent pricing; prices are set for a fixed length of time, regardless of eco-
nomic conditions.

18. Chari, Kehoe, and McGrattan (2000) considered situations in which a fraction 1=N of all firms set
prices each period for N periods. They then varied N to examine its role in a¤ecting aggregate dynamics.
They altered the interpretation of the time period so that N always corresponds to one year; thus, varying
N alters the degree of staggering. They concluded that N has little e¤ect.
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The average price of the final good, expressed in terms of deviations from the steady

state, is pt ¼ 1
2 ðpt�1 þ ptÞ, where pt�1 is the price of intermediate goods set at time

t� 1 and pt is the price set in period t. Similarly, Etptþ1 ¼ 1
2 ðpt þ ptþ1Þ. Substituting

these expressions into the equation for pt yields

pt ¼
1

2
pt�1 þ

1

2
Et ptþ1 þ ðvt þ Etvtþ1Þ:

This reveals the backward-looking (via the presence of pt�1) and forward-looking

(via the presence of Etptþ1 and Etvtþ1) nature of price adjustment.

The variable vt is the deviation of minimized unit costs from its steady state. Sup-

pose this is proportional to output: vt ¼ gyt.19 If one further assumes a simple money

demand equation of the form mt � pt ¼ yt, then

pt ¼
1

2
pt�1 þ

1

2
Etptþ1 þ gðyt þ Etytþ1Þ

¼ 1

2
pt�1 þ

1

2
Etptþ1 þ gðmt � pt þ Etmtþ1 � Etptþ1Þ

¼ 1

2

1� g

1þ g

� �
ðpt�1 þ Etptþ1Þ þ

g

1þ g

� �
ðmt þ Etmtþ1Þ: ð6:30Þ

This is a di¤erence equation in p. It implies that the behavior of prices set during

period t will depend on prices set during the previous period, on prices expected to

be set during the next period, and on the path of the nominal money supply over

the two periods during which pt will be in e¤ect. For the case in which mt follows a

random walk (so that Etmtþ1 ¼ mt), the solution for pt is

pt ¼ apt�1 þ ð1� aÞmt; ð6:31Þ

where a ¼ ð1� ffiffiffi
g

p Þð1þ ffiffiffi
g

p Þ is the root less than 1 of a2 � 2ð1þ gÞa=ð1� gÞ þ 1 ¼
0.20 Since the aggregate price level is an average of prices set at t and t� 1,

pt ¼ 1

2
ðpt þ pt�1Þ ¼ apt�1 þ 1

2
ð1� aÞðmt þmt�1Þ: ð6:32Þ

Taylor (1979; 1980) demonstrated that a price adjustment equation of the form

given by (6.32) is capable of mimicking the dynamic response of U.S. prices.21 The

19. The coe‰cient g will depend on the elasticity of labor supply with respect to the real wage. See Chari,
Kehoe, and McGrattan (2000).

20. See problem 4 at the end of this chapter.

21. Taylor’s actual model was based on nominal wage adjustment rather than price adjustment as pre-
sented here.
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response, however, depends critically on the value of a (which, in turn, depends on g).

Figure 6.1 shows the response of the price level and output for g ¼ 1 ða ¼ 0Þ and

g ¼ 0:05 ða ¼ 0:63Þ. This latter value is the one that Taylor found matches U.S.

data, and, as the figure shows, an unexpected, permanent increase in the nominal

money supply produces a rise in output with a slow adjustment back to the baseline,

mirrored by a gradual rise in the price level. Though the model assumes that prices

are set for only two periods, the money shock leads to a persistent long-lasting e¤ect

on output with this value of g.

Chari, Kehoe, and McGrattan assumed that employment must be consistent with

household labor supply choices, and they showed that g is a function of the parame-

ters of the representative agent’s utility function. They argued that a very high labor

supply elasticity is required to obtain a value of g on the order of 0:05. With a low

labor supply elasticity, as seems more plausible, g will be greater than or equal to 1.

If g ¼ 1, a ¼ 0 and the figure suggests the Taylor model is not capable of capturing

realistic adjustment to monetary shocks. Ascari (2000) reached similar conclusions in

a model that is similar to the framework in Chari, Kehoe, and McGrattan (2000) but

that follows Taylor’s original work in making wages sticky rather than prices. How-

ever, rather than drawing the implication that staggered price (or wage) adjustment

is unimportant for price dynamics, the assumption that observed employment is con-

sistent with the labor supply behavior implied by the model of the household can be

Figure 6.1
E¤ects of a money shock with staggered price adjustment.
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questioned. Models that interpret observed employment as tracing out a labor supply

function typically have di‰culty matching other aspects of labor market behavior

(Christiano and Eichenbaum 1992b).

Calvo’s Model

An alternative model of staggered price adjustment is due to Calvo (1983). He

assumed that firms adjust their prices infrequently, and that opportunities to adjust

arrive as an exogenous Poisson process. Each period, there is a constant probability

1� o that the firm can adjust its price; the expected time between price adjustments

is 1=ð1� oÞ.22 Because these adjustment opportunities occur randomly, the interval

between price changes for an individual firm is a random variable.

The popularity of the Calvo specification is due, in part, to its tractability. This

arises from two aspects of the model. First, all firms that adjust their price at time t

set the same prices. And since the firms that do not adjust represent a random sample

of all firms, the average price of the firms that do not adjust is simply Pt�1, last peri-

od’s average price across all firms. Thus, rather than needing to keep track of the

prices of firms that do not adjust, one need only know the average price level in the

previous period.

When firm i has an opportunity to reset its price, it will do so to maximize the

expected present discounted value of profits,

Et

Xy
j¼0

b jPtþjðiÞ ¼ Et

Xy
j¼0

b j½PtþjðiÞ � PtþjVtþj� Ptþj

PtþjðiÞ
� �1=ð1�qÞ

Ytþj; ð6:33Þ

where Vt is the real marginal cost of production and (6.21), the demand curve faced

by the individual firm, has been used. All adjusting firms are the same, so each will

choose the same price to maximize profits subject to the assumed process for deter-

mining when the firm will next be able to adjust. Let P�
t denote the optimal price. If

only the terms in (6.33) involving the price set at time t are written out, they are

½P�
t � PtVt� Pt

P�
t

� �1=ð1�qÞ
Yt þ obEt½P�

t � Ptþ1Vtþ1� Ptþ1

P�
t

� �1=ð1�qÞ
Ytþ1

þ o2b2Et½P�
t � Ptþ2Vtþ2� Ptþ2

P�
t

� �1=ð1�qÞ
Ytþ2 þ � � � ;

22. For a firm that can adjust its price, the expected number of periods before adjusting again is one with
probability 1� o, two with probability oð1� oÞ, three with probability o2ð1� oÞ, etc. Hence, the
expected duration between price changes will be

ð1� oÞ þ 2oð1� oÞ þ 3o2ð1� oÞ þ � � � ¼ 1

1� o
:
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or

Xy
j¼0

o ib iEt½P�
t � PtþjVtþj � Ptþj

P�
t

� �1=ð1�qÞ
Ytþj;

since o i is the probability that the firm has not adjusted after i periods so that the

price set at t still holds in tþ i. Thus, the first-order condition for the optimal choice

of P�
t requires that

q

1� q

� �
Et

Xy
j¼0

o jb j P�
t

Ptþj

� �
� 1

q

� �
Vtþi

� �
1

P�
t

� �
Ptþj

P�
t

� �1=ð1�qÞ
Ytþi ¼ 0: ð6:34Þ

(6.34) can be rearranged to yield

P�
t

Pt

� �
¼ 1

q

� �Et

Py
i¼0 o

ib iVtþi
Ptþi

Pt

� 	1=ð1�qÞ

Et

Py
i¼0 o

ib i Ptþi

Pt

� 	q=ð1�qÞ : ð6:35Þ

To interpret (6.35), note that if prices are perfectly flexible ðo ¼ 0Þ, then

P�
t

Pt

� �
¼ 1

q

� �
Vt;

and the firm desires to set its real price as a constant markup over real marginal cost.

Since all firms set the same price, P�
t ¼ Pt in an equilibrium with flexible prices and

real marginal cost is equal to q. When o > 0 so that not all firms adjust each period,

a firm that can adjust will take into account expected future marginal costs when set-

ting its price. The more rigid prices are (the larger is o), the more pricing decisions

are based on expected future marginal costs since firms expect more time to pass be-

fore having another opportunity to adjust.

With a large number of firms, a fraction 1� o will actually adjust their price each

period, and the aggregate average price level can be expressed as a weighted average

of the prices set by those firms that adjust and the average price of the firms that do

not adjust. The latter, as previously noted, is Pt�1.

The Calvo model of sticky prices is commonly employed in the new Keynesian

models that have come to dominate monetary policy analysis; these models form

the subject of chapter 8. The chapter 8 appendix shows that the Calvo model, when

approximated around a zero average inflation steady-state equilibrium, yields an ex-

pression for aggregate inflation of the form

pt ¼ bEtptþ1 þ kv̂vt; ð6:36Þ
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where

k ¼ ð1� oÞð1� boÞ
o

ð6:37Þ

is an increasing function of the fraction of firms able to adjust each period and v̂vt is

real marginal cost, expressed as a percentage deviation around its steady-state value.

Equation (6.36) is called the new Keynesian Phillips curve.

Comparing this to the inflation equation from Taylor’s model, (6.17), shows them

to be quite similar. Current inflation depends on expectations of future inflation and

on current output. One di¤erence is that in deriving an inflation equation based on

Calvo’s specification, expected future inflation has a coe‰cient equal to the discount

factor b < 1. In deriving an expression for inflation using Taylor’s specification, how-

ever, discounting was ignored in (6.15), the equation giving the value of the contract

wage. A further di¤erence between the Taylor model and the Calvo model was high-

lighted by Kiley (2002). He showed that Taylor-type staggered adjustment models

display less persistence than the Calvo-type partial adjustment model when both are

calibrated to produce the same average frequency of price changes. Under the Taylor

model, for example, suppose contracts are negotiated every two periods. The average

frequency of wage changes is one-half—half of all wages adjust each period—and no

wage remains fixed for more than two periods. In contrast, suppose o ¼ 1=2 in the

Calvo model. The expected time between price changes is two periods, so on average,

prices are adjusted every two periods. However, many prices will remain fixed for

more than two periods. For instance, o3 ¼ 0:125 of all prices remain fixed for at

least three periods. In general, the Calvo model implies that there is a tail of the dis-

tribution of prices that consists of prices that have remained fixed for many periods,

whereas the Taylor model implies that no wages remain fixed for longer than the du-

ration of the longest contract.

One attractive aspect of Calvo’s model is that it shows how the coe‰cient on out-

put in the inflation equation depends on the frequency with which prices are adjusted.

A rise in o, which means that the average time between price changes for an individ-

ual firm increases, causes k in (8.17) to decrease. Output movements have a smaller

impact on current inflation, holding expected future inflation constant. Because op-

portunities to adjust prices occur less often, current demand conditions become less

important.

6.2.5 State-Dependent Pricing (SDP) Models

The Taylor and Calvo models assumed that pricing decisions were time-dependent.

Recent research on nominal price adjustment has stressed the implications of state-

dependent pricing (SDP) models of price adjustment. In contrast to the TDP models
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of Taylor or Calvo, the firms that adjust prices in a given period are not a random

sample of all firms. Instead, the firms that choose to adjust will be those for whom

adjustment is most profitable. The implications of this important di¤erence can be

illustrated through a simple example.

Suppose half of all firms happen to have a price of 1 and half have a price of 3.

The aggregate average price is 2. Assume also that the money supply is 2. Now sup-

pose the money supply doubles to 4. Assume that conditional on adjusting, firms

would choose a price of 4. If firms are chosen at random to adjust, half the firms

with prices equal to 1 and 3 will set their price at 4, while the other half will not ad-

just. The aggregate price level will now be 0:25� 1þ 0:25� 3þ 0:5� 4 ¼ 3. Real

money balances rise to 4=3 ¼ 1:33. Now instead of choosing the firms that adjust

randomly, suppose it is the firms furthest from the optimal price (4, in this example)

that adjust. If there is a small fixed cost of adjusting, all firms with a price of 1 might

find it optimal to adjust to 4 while none of the firms with a price of 3 would adjust.

The aggregate average price would then be 0:5� 3þ 0:5� 4 ¼ 3:5 and real money

balances only rise to 4=3:5 ¼ 1:14. This example emphasizes how the e¤ects of a

change in the nominal money supply on the real supply of money can depend criti-

cally on whether firms adjust at random, as in the Calvo specification, or based on

how far the firm’s current price is from the optimal price. The fact that the firms

that adjust are more likely to be those furthest from their desired price is called the

selection e¤ect by Golosov and Lucas (2007). This e¤ect acts to make the aggregate

price level more flexible than might be suggested by simply looking at the fraction of

firms that change price.23

SDP models allow price behavior to be influenced by an intensive and an extensive

margin: after a large shock, those firms that adjust will make, on average, bigger

adjustments (this is the intensive margin), and more firms will adjust (this is the

extensive margin). A number of papers beginning in the 1970s examined the implica-

tions of state-dependent pricing models, but the focus here is on the recent generation

of SDP models.24

As noted earlier, SDP models are generally less tractable than TDP models, thus

accounting for their less frequent use. And prior to the availability of microeconomic

23. Caplin and Spulber (1987) were one of the first to demonstrate how the dynamic response of output to
money would di¤er under SDP compared to TDP. They showed that SDP could restore monetary neutral-
ity even in the presence of menu costs. Their model setup was similar to models used in transportation eco-
nomics to address the following question: If adding tra‰c to a road increases wear and tear on the road,
does average road quality decline with an increase in tra‰c? If road repairs are done on a fixed schedule (a
time-dependent strategy), the answer is yes. If repair work is state-dependent, then an increase in tra‰c
leads to more frequent scheduling of repair work and average quality remains unchanged.

24. Dotsey and King (2005) provided an overview of the aggregate implications of some of the earlier SDP
models. Caballero and Engle (2007) argued that it is the presence of an extensive margin, not the selection
e¤ect, that accounts for the greater flexibility of the aggregate price level in SDP models.
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data on price changes (see section 6.3.1), TDP models were seen as adequate for

modeling aggregate phenomena. SDP models are closely related to Ss models of in-

ventory behavior; as long as the firm’s price remains in a region close to the optimal

price, no adjustment occurs, but whenever the price hits an upper (S) or lower (s)

boundary of this region, the firm changes its price. Ss models have proven di‰cult

to aggregate, so SDP models generally impose assumptions on the distribution of ad-

justment costs or the distribution of shocks to obtain tractable solutions.

Dotsey, King, and Wolman

Dotsey, King, and Wolman (1999) assumed that firms face a cost of price adjustment

that is stochastic and di¤ers across firms and time. Each period firms receive a new

realization of the cost. Thus, expected costs are the same for all firms, so each firm

that does decide to adjust its price will choose the same price. Dotsey, King, and

Wolman (DKW) define a vintage j firm as a firm that last adjusted its price j periods

ago. Let yjt be the fraction of firms of vintage j. Since all vintage j firms adjusted at

the same time, they all have the same price. Among the firms of vintage j, there will

be a critical fixed cost such that all firms with smaller fixed costs adjust and those

with larger fixed costs do not. Let ajt be the fraction of vintage j firms that adjust

price. Then, in period tþ 1, the fraction of firms that become vintage j þ 1 is equal

to 1� ajt times the fraction that were of vintage j in period t:

yjþ1; tþ1 ¼ ð1� ajtÞyjt 1ojt;

and the fraction of all firms that do adjust in period t is equal to

o0t ¼
XJ
j¼1

ajtyjt;

where J is the maximum number of periods any firm has not adjusted its price.25

Prices of each vintage j are weighted by ojt in forming the aggregate average price

level.

Let vj; t be the value function for a firm of vintage j at time t. Then, the value func-

tions for firms that do adjust their price at time t, v0; t, takes the form

v0; t ¼ max
P �
t

�
½P�

t � PtVt� Pt

P�
t

� �1=ð1�qÞ
Yt þ bEtð1� a1; tþ1Þv1; tþ1

þ bEta1; tþ1v0; tþ1 � bEtX1; tþ1

�
;

25. In the Calvo model, ajt ¼ 1� o for all j and t, and J ¼ y. In the Taylor model, J is equal to the
length of the longest contract.

6.2 Sticky Prices and Wages 245



where current period profit is written as in (6.33) and EtX1; tþ1 is the present value of

next period’s adjustment costs. Notice that with probability 1� a1; tþ1 the firm does

not adjust at tþ 1 and so becomes a vintage 1 firm, and with probability a1; tþ1 the

firm does adjust at tþ 1 and remains a vintage 0 firm.

For nonadjusting firms of vintage j,

vj; t ¼
(
½P�

t�j � PtVt� Pt

P�
t�j

" #1=ð1�qÞ
Yt þ bEtð1� ajþ1; tþ1Þvjþ1; tþ1

þ bEtajþ1; tþ1v0; tþ1 � bEtXjþ1; tþ1

)

because such firms optimally set their price in period t� j.

Suppose wtx is the randomly distributed fixed cost of changing price expressed in

terms of labor costs, where wt is the wage. Then a vintage j firm will change its price if

v0; t � vjt bwtx:

If G is the distribution function of the costs, then the fraction of vintage j firms that

change price is just the fraction of firms whose fixed cost realization is less than

ðv0; t � vjtÞ=wt. Hence,

ajt ¼ G
v0; t � vjt

wt

� �
:

If the value of adjusting as measured by v0; t � vjt is high, more firms of the same vin-

tage will pay the fixed cost to adjust. The expected adjustment costs next period for a

vintage j firm are equal to the expected value of wtþ1x, conditional on x being less than

or equal to ðv0; tþ1 � vjþ1; tþ1Þ=wtþ1 so that the firm finds it optimal to adjust. Thus,

Xj; tþ1 ¼ Et wtþ1

ðG�1ðajþ1; tþ1Þ

0

xgðxÞ dx
 !

;

where gðxÞ ¼ G 0ðxÞ is the density function of x.

If current profits for firms adjusting at time t are denoted by P0; t, then the first-

order condition for optimal pricing, conditional on adjusting, is

qP0; t

qP�
t

þ bEt

qð1� a1; tþ1Þv1; tþ1

qP�
t

� �
¼ 0:

The impact of P�
t on current profits is balanced against the e¤ect on future profits,

weighted by the probability the firm does not adjust next period. This probability is

no longer fixed, as in the Calvo model, but is endogenous.
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Dotsey and King (2005) compared the response of the price level and inflation to a

monetary shock in the DKW model and in a model with fixed probabilities of adjust-

ment. Interestingly, the two variants display similar responses for the first several

periods after the shock. However, as the price level adjusts, more firms now find

themselves with prices that are far from the optimal level. In the SDP model of

DKW, this leads more firms to change their price, whereas in a Calvo model, the

fraction of adjusting firms remains constant.

Firm-Specific Shocks

Most models of price adjustment developed for use in macroeconomics have assumed

that firms only face aggregate shocks. This generally implies that all firms that do ad-

just their price choose the same new price because they all face the same (aggregate)

shock. The DKW model features firm-specific shocks to the menu cost, but these

shocks only influence whether a firm adjusts, not how much it changes price. In con-

trast, Golosov and Lucas (2007) and Gertler and Leahy (2008) emphasized the role

of idiosyncratic shocks in influencing which firms adjust price and in generating a

distribution of prices across firms.

Gertler and Leahy’s Ss Model

Gertler and Leahy (2008) developed an Ss model with monopolistically competitive

firms located on separate islands, of which there exists a continuum of mass unity.

Each island has a continuum of households that can supply labor only on the island

on which they live. An island receives a productivity shock with probability 1� a.

These shocks a¤ect all firms on the island but are independent across islands. There

is, however, perfect consumption insurance, so consumption is the same across all

islands, and firm profits are distributed to households via lump-sum transfers.

Suppose island z is hit by such a shock. Then, a randomly chosen fraction 1� t of

the firms on the island disappear. These firms are replaced by new entrants to main-

tain a constant number of firms on the island. New entrants can optimally set their

price. The surviving old firms (there are a fraction t of such firms) experience inde-

pendent and identically distributed productivity shocks. These shocks are uniformly

distributed.

Gertler and Leahy incorporated two types of fixed costs of adjusting. First, there

is a decision cost. If the firm pays this cost, it can then decide whether to adjust

its price. The cost can be thought of as capturing the time and e¤ort necessary to

evaluate the firm’s pricing strategy. If this cost is paid, and the firm decides to adjust

its price, then there is a fixed menu cost associated with changing price. Optimal pric-

ing policy takes the form of an Ss rule.

An exact solution is not possible, but an approximate analytical solution can be

obtained as a local expansion around a zero inflation steady state. Obtaining a log-

linear approximation is di‰cult because there is a discontinuity in the adjustment of
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firms near the Ss boundary. For a firm near the top that does not receive an idiosyn-

cratic shock, an aggregate shock of one sign would push it to the barrier and result in

an adjustment while the same size aggregate shock with opposite sign would move

the firm into the interior of the region of inaction. The role of the decision cost is

to deal with this problem. Given the necessity of paying this cost, and if aggregate

shocks are also small relative to idiosyncratic shocks, the a fraction of firms that do

not receive an idiosyncratic shock do not adjust price. This leads to smooth behavior

around the boundaries of the Ss region.

All firms that change their price choose the same markup over real marginal cost,

and they do so to ensure that the expected (log) markup is equal to the steady-state

markup:

Et

Xy
i¼0

ðabÞ i ln mtþi ¼ ln m;

where m is the steady-state markup and mtþi is the actual markup in period tþ i.26

Notice that, as in the Calvo model, the future expected markups are discounted by

b and the probability of not adjusting a, since only if the firm has not adjusted will

future markups be influenced by the current pricing choice.

Aggregating across islands, Gertler and Leahy showed that the economywide in-

flation rate is given by

pt ¼ bEtptþ1 þ kv̂vt; ð6:38Þ
where v̂vt is, as before, the log deviation of real marginal cost from its steady-state

level. The elasticity of inflation with respect to real marginal cost is

k ¼ ð1� aÞð1� abÞ
a

m� 1

ð1þ jÞm� 1

� �
; ð6:39Þ

where j is the inverse of the wage elasticity of labor supply. Comparing (6.38) and

(6.39) to (6.36) and (6.37) reveals their close parallel. The first term in (6.39) is iden-

tical in form to the marginal cost elasticity of inflation in the Calvo model, with a,

the probability that an island (and its firms) do not receive a productivity shock,

replacing o, the probability that a firm does not receive an opportunity to adjust

price. The second term in (6.39) arises because of the assumption of local island-

specific labor markets in Gertler and Leahy’s model; if a similar assumption about

the labor market were incorporated into the Calvo model, a similar term would ap-

pear in (6.37).

26. In terms of the notation employed earlier in the discussion of TDP models, m ¼ 1=q.
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To see how a is related to the probability that a firm adjusts its price, suppose

ln mH and ln mL are the upper and lower values of the log markup that trigger price

adjustment. Assume also that the firm-specific idiosyncratic shocks are uniformly dis-

tributed with mean zero and density 1=f. Then, Gertler and Leahy showed,

1� o ¼ ð1� aÞ ð1� tÞ þ t 1� ln mH þ ln mL

f

� �� �
: ð6:40Þ

To understand this equation, note that 1� a is the probability that an island has a

productivity shock. Under the assumptions of the model, no firms on the remaining

islands change their price. On the islands receiving productivity shocks, a fraction

1� t of firms disappear and are replaced. All these new firms set new prices. The

remaining t fraction of firms only adjust if their current markup is above or below

the Ss limits given by ln mH and ln mL. The probability that this occurs is 1 minus

the probability that the firm’s idiosyncratic shock leaves its markup in the range

ln mL < ln mt < ln mL. Given the uniform distribution, the probability of this occur-

ring is ðln mH þ ln mLÞ=f. So a fraction

1� ln mH þ ln mL

f

� �
of the t surviving firms choose to change price.

Notice that (6.40) can be rewritten as

1� o ¼ ð1� aÞ 1� t
ln mH þ ln mL

f

� �� �
< 1� a;

which implies o > a. This means that k > k. Inflation will be more sensitive to real

marginal cost with state-dependent pricing than implied by Calvo’s time-dependent

pricing model. In addition, the degree of nominal rigidity in this SDP model is di-

rectly related to a, the fraction of islands that do not receive productivity shocks.

The variance of aggregate productivity will be ð1� aÞ2 times the variance of the

firm-specific idiosyncratic shocks. Thus, if more sectors in the economy experience

aggregate productivity shocks—a decline in a—the degree of nominal rigidity will

fall.

6.2.6 Summary on Models of Price Adjustment

The last 20 years have seen an integration of models of sticky prices into general

equilibrium models. The workhorse in this area remains the TDP model of Calvo

because of its simplicity and ease of aggregation. However, recently a number of

tractable SDP models have been developed, and this is an area of active research.
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SDP models allow for time variation in the size of price changes, conditional on

the firm changing its price (the intensive margin), variation in the number of firms

that change their price in a given period (the extensive margin), and variation in the

composition of firms that adjust (the selection e¤ect). Costain and Nakov (2008)

developed a generalized SDP model that nests both the TDP model of Calvo and

the menu cost model of Golosov and Lucas. They did so by assuming the probability

that a firm adjusts is a nondecreasing function of the value of adjusting. If this prob-

ability is constant, they obtained the Calvo model; if the probability is zero when the

value of adjusting is nonpositive and 1 when the value is positive, they obtained the

Golosov and Lucas model. They found that the best fit to the microeconomic data is

obtained when the degree of state dependence is low.

6.3 Assessing Alternatives

In this section, the microeconomic and aggregate time series evidence on price adjust-

ment and the behavior of inflation is briefly reviewed.

6.3.1 Microeconomic Evidence

One important consequence of the popularity of DSGE models based on sticky

prices is that new work has been generated that employs microeconomic data on

prices and wages. This work has employed evidence from surveys used to construct

consumer price indexes to measure the frequency with which prices adjust. In turn,

this evidence provides grounds for evaluating alternative models of price adjustment.

Bils and Klenow (2004) investigated price behavior for the United States for a

large fraction of the goods and services that households purchase. They reported

that the median duration between price changes is 4.3 months.27 This median figure

masks wide variation in the typical frequency with which prices of di¤erent catego-

ries of goods and services adjust. At one end, gasoline prices adjusted with high fre-

quency, remaining unchanged for less then a month on average. In contrast, more

than a year separated price changes for driver’s licenses, vehicle inspections, and

coin-operated laundry and dry cleaning.

Based on an analysis of the U.S. data used in the consumer and producer price

indexes, Nakamura and Steinsson (2008) presented five facts that they argue charac-

terize price adjustment. First, sales have a significant e¤ect on estimates of the me-

dian duration between price changes for items in the U.S. CPI. Excluding price

changes associated with sales roughly doubles the estimated median duration be-

27. Bils and Klenow focused on the nonshelter component of the consumer price index and weighted indi-
vidual price durations by the good’s expenditure share to obtain this median figure.

250 6 Money in the Short Run: Nominal Price and Wage Rigidities



tween price changes from around 4.5 months when sales are included to 10 months

when they are excluded. Models such as the TDP and SDP models discussed earlier

focus on explaining aggregate inflation and ignore the role of sales. Second, one-third

of nonsale price changes are price decreases. Third, the frequency of price increases is

positively correlated with the inflation rate, whereas the frequency of price decreases

and the size of price changes is not correlated with inflation. In fact, Nakamura and

Steinsson concluded that most of the variation in the aggregate inflation rate can be

accounted for by variations in the frequency of price increases. Fourth, the frequency

of price changes follows a seasonal pattern. Price changes are more common during

the first quarter of the year. Fifth, the probability that the price of an item changes

(the hazard function) declines during the first few months after a change in price.

This last fact is inconsistent with the Calvo model, which implies the probability

that a firm changes its price is constant, independent of the time since the price was

last changed. Nakamura and Steinsson concluded that while facts one through three

are consistent with a standard menu cost models of price adjustment, facts four and

five are not.

Klenow and Kryvtsov (2008) found, based on U.S. CPI data, somewhat greater

frequency of price change (about seven months when sales are excluded) than did

Nakamura and Steinsson. They also found that despite the tendency for price

changes to be large on average, a significant fraction of the changes are small. This

finding is inconsistent with a basic menu cost model with fixed cost of adjustment.

Nakamura and Steinsson (2008) reported that the distribution of price change fre-

quency is not symmetric; the average frequency is much higher than the median, sug-

gesting that while many prices change frequently, there are some prices that remain

unchanged for sizable periods of time. Klenow and Kryvtsov also found that varia-

tions in the size of price changes, rather than variations in the fraction of prices that

change, can account for most of the variance of aggregate inflation. As Nakamura

and Steinsson argued, this result is consistent with their finding that the variance of

aggregate inflation is attributable to changes in the frequency of price increases, since

the average size of price changes is a weighted average of the sizes of price increases

and decreases with weights equal to the frequency of each type of change. Thus, the

average size of price changes increases with an increase in the frequency of price

increases or an increase in the average size of price increases.

Klenow and Kryvtsov (2007) compared the ability of the Calvo and Taylor TDP

models and the Dotsey, King, and Wolman (DKW) and Golosov and Lucas SDP

models to match the empirical evidence from the CPI microeconomic data. Of six

microeconomic facts they considered, the Golosov-Lucas model matched all except

the presence of many small price changes. The DKW model was able to match this

fact because it allows for a stochastic menu cost that varies across firms. Thus, some
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firms will have small costs and therefore adjust price even when they are already

close to the optimal price. However this model is not consistent with three of the

other facts (flat hazard rates, size of price change does not increase with duration

since last change, and intensive margin accounts for most of the variance of infla-

tion). The Taylor model cannot match the flat hazard rates, nor does it imply that

the size of price changes increases with the duration since the last change. This last

fact is also not captured by the Calvo model. Surprisingly, this is the only one of

the six facts with which the Calvo model, augmented with idiosyncratic firm shocks,

is inconsistent. SDP models with idiosyncratic shocks and small menu costs, such as

the model of Gertler and Leahy, or DKW augmented with idiosyncratic shocks

(Dotsey, King, and Wolman 2006), seem most promising for matching the stylized

facts found in the microeconomic evidence.28

Hobjin, Ravenna, and Tambalotti (2006) provided a direct test of models that as-

sume price stickiness is attributable to menu costs by using the natural experiment

provided by the switch to the euro in January 2002. They found that firms concen-

trated price changes around the time of the currency switch; prior to the changeover

prices did not fully reflect increased marginal costs expected to occur after the adop-

tion of the euro. They showed that a menu cost model augmented to allow for a

state-dependent decision on when to adopt the euro successfully captured the behav-

ior of restaurant prices.

While the work examining microeconomic evidence on pricing behavior has helped

in assessing alternative models, it is not yet clear which aspects of that evidence are

of greatest relevance for understanding macroeconomic phenomena such as the im-

pact of monetary policy on aggregate inflation and real output. The development of

microeconomic data sets has, however, greatly expanded our knowledge about the

behavior of individual prices.

6.3.2 Evidence on the New Keynesian Phillips Curve

A large body of research has used time series methods to estimate the basic new

Keynesian Phillips curve based on the Calvo model of price adjustment. This litera-

ture originated with the work of Galı́ and Gerter (1999) and is surveyed in Galı́

(2008). Three issues have been the focus of this work: measuring real marginal cost;

reconciling time series estimates of the frequency of price adjustment with the micro-

economic evidence; and accounting for persistence in the rate of inflation.

28. Álvarez et al. (2005) summarized microeconomic evidence from the European Inflation Persistence
Network (IPN) project of the European Central Bank. Angeloni et al. (2006) compared this evidence
with several models of price adjustment and concluded that ‘‘a basic Calvo model (possibly extended to
allow for sectors with di¤erent degrees of price stickiness) may not be a bad approximation.’’ See also
Altissimo, Ehrmann, and Smets (2006) and Dhyne et al. (2006) for a comparison of micro evidence from
the Euro area and the United States.
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Measuring Marginal Cost

Initial attempts to estimate the new Keynesian Phillips curve (NKPC) equation using

aggregate time series data for the United States were not very successful (Galı́ and

Gertler 2000; Sbordone 2001). In fact, when v̂vt was proxied by detrended real GDP,

the estimated coe‰cient on the output gap was small and often negative in quarterly

data, although Roberts (1995) found a small positive coe‰cient using annual data.

Galı́ and Gertler (1999) and Sbordone (2001) argued that detrended output was not

the correct measure to enter into the NKPC. According to the basic theory, the ap-

propriate variable is real marginal cost. Hence, one interpretation for the poor results

using a standard output gap measure is that it is simply a poor proxy for real mar-

ginal cost.

To deal with measuring real marginal cost, Galı́ and Gertler (1999) noted that in

the baseline model, real marginal cost is equal to the real wage divided by the mar-

ginal product of labor. With a Cobb-Douglas production function, the marginal

product of labor is proportional to its average product. Thus, real marginal cost can

be written as

MCt ¼ Wt=Pt

MPLt

z
Wt=Pt

Yt=Lt

¼ WtLt

PtYt

:

Hence, real marginal cost is proportional to labor’s share of total income. Expressed

in terms of percent deviations around the steady state, v̂vt ¼ lst, where ls is the mea-

sure of labor’s share. Galı́ and Gertler (2000) and Sbordone (2001) reported evidence

in favor of the new Keynesian Phillips curve when labor’s share, rather than a stan-

dard output gap variable, is used to proxy for real marginal cost. Sbordone (2002)

also reported evidence in favor of the implied dependence of inflation on expected

future inflation and real marginal cost, as did Neiss and Nelson (2002).

Rudd and Whelan (2005), however, argued that evidence for using labor’s share in

an inflation equation is weak. In particular, the basic new Keynesian Phillips curve

given in (6.36) can be solved forward to yield

pt ¼ bEtptþ1 þ kv̂vt ¼ k
Xy
i¼0

b iEtv̂vtþi; ð6:41Þ

showing that current inflation is proportional to the expected present discounted

value of current and future real marginal cost. This means that current inflation

should forecast future movements in real marginal cost as, for example, a rise in fu-

ture real marginal cost that can be forecast should immediately raise current infla-

tion. Rudd and Whelan found that VAR-generated expected discounted future

labor share is only very weakly correlated with inflation.
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Persistence

While the new Keynesian Phillips curve was derived under the assumption that prices

are sticky, the inflation rate is a purely forward-looking variable and is allowed to

jump in response to any change in either current or expected future real marginal

cost (see (6.41)). Thus, as noted in discussing Chari, Kehoe, and McGrattan (2000),

the NKPC is unable to match the persistence inflation displays in actual data (Nelson

1998; Estrella and Fuhrer 2002). For example, suppose real marginal cost follows an

exogenous AR(1) process: v̂vt ¼ rv̂vt�1 þ et. To solve for the equilibrium process for in-

flation using (6.41), assume that pt ¼ Axt, where A is an unknown parameter. Then

Etptþ1 ¼ AEtv̂vtþ1 ¼ Arv̂vt, and

pt ¼ Av̂vt ¼ bArv̂vt þ kv̂vt ) A ¼ k

1� br
:

If pt is multiplied by ð1� rLÞ, where L is the lag operator, ð1� rLÞpt ¼ ð1� rLÞAv̂vt
¼ Aet, so pt ¼ rpt�1 þ Aet. The dynamics characterizing inflation depend solely on

the serial correlation in v̂vt in the form of the parameter r. The fact that prices are

sticky makes no additional contribution to the resulting dynamic behavior of infla-

tion. In addition, et, the innovation to v̂vt, has its maximum impact on inflation imme-

diately, with inflation then reverting to its steady-state value at a rate governed by r.

In order to capture the inflation persistence found in the data, it is common to aug-

ment the basic forward-looking inflation adjustment equation with the addition of

lagged inflation, yielding an equation of the form

pt ¼ ð1� fÞbEtptþ1 þ kv̂vt þ fpt�1: ð6:42Þ
In this formulation, the parameter f is often described as a measure of the degree

of backward-looking behavior in price setting. Fuhrer (1997b) found little role for

future inflation once lagged inflation is added to the inflation adjustment equation.

Rudebusch (2002a) estimated (6.42) using U.S. data and argued that f is on the

order of 0:7, suggesting that inflation is predominantly backward-looking. Both

Rudebusch and Fuhrer employed a statistically based measure of the output gap—

detrended real GDP.29

Galı́ and Gertler (1999) modified the basic Calvo model of sticky prices to intro-

duce lagged inflation into the Phillips curve. They assumed that a fraction l of the

firms that are allowed to adjust each period simply set pjt ¼ pp�
t�1, where p is the av-

erage inflation rate and p�
t�1 is the price chosen by optimizing firms in the previous

period. They showed that the inflation adjustment equation then becomes

29. Lindé (2005) also questioned the empirical robustness of the new Keynesian Phillips curve. Galı́, Ger-
tler, and López-Salido (2005) responded to the criticisms of both Rudd and Whelan (2005) and Lindé
(2005) and argued that forward-looking behavior plays the dominant role in inflation determination.
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pt ¼ 1

d

� �
½boEtptþ1 þ ð1� lÞkv̂vt þ lpt�1� þ et; ð6:43Þ

where k ¼ ð1� oÞð1� obÞ and d ¼ oþ l½1� oð1� bÞ�. Based on U.S. data, their

estimate of the coe‰cient on pt�1 is in the range 0:25–0:4, suggesting that the higher

weight on lagged inflation obtained when the output gap is used reflects the fact that

the gap may be a poor proxy for real marginal cost.30

Christiano, Eichenbaum, and Evans (2005) distinguished between firms that re-

optimize in setting their price and those that do not. This might capture the idea

that the costs of changing prices are those associated with optimization and decision

making rather than with actual menu costs. In their formulation, in each period a

fraction 1� o of all firms optimally set their price. The remaining firms either adjust

their price based on the average rate of inflation, so that pjt ¼ ppjt�1, where p is the

average inflation rate, or they adjust based on the most recently observed rate of in-

flation, so that pjt ¼ pt�1pjt�1. The first specification leads to (6.36) when the steady-

state inflation rate is zero. The second specification results in an inflation adjustment

equation of the form

pt ¼ b

1þ b

� �
Etptþ1 þ 1

1þ b

� �
pt�1 þ ~kk

1þ b

� �
v̂vt: ð6:44Þ

The presence of lagged inflation in this equation introduces inertia into the inflation

process. Since bA0:99 in quarterly data, the weights on expected future inflation and

lagged inflation in the Christiano, Eichenbaum, and Evans formulation are both

about 0:5. Such a value is within the range of estimates obtained by Rudebusch

(2002a) and Galı́, Gertler, and López-Salido (2001).

Woodford (2003) introduced partial indexation to lagged inflation so that the non-

optimizing firms set pjt ¼ lpt�1pjt�1, for 0a la 1. The l ¼ 1 case corresponds to the

model of Christiano, Eichenbaum, and Evans (2005). Woodford showed that the in-

flation equation takes the form

pt � lpt�1 ¼ bðEtptþ1 � lptÞ þ kv̂vt:

It has become standard to assume some form of indexation of either prices or

wages in empirical new Keynesian models of inflation. For example, indexation is

included in the recent generation of DSGE models that are estimated using quarterly

data (e.g., Christiano, Eichenbaum, and Evans 2005; Smets and Wouter 2003; Levin

et al. 2005; Adolfson, Laseén, Lindé, and Svensson 2008). However, the microeco-

nomic evidence on firm-level pricing behavior o¤ers no support for indexation.

30. See also Sbordone (2001).
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It is important to note that the standard derivation of the new Keynesian Phillips

curve given by (6.41) is based on a linear approximation around a steady state that is

characterized by zero inflation. Ascari (2004) showed that the behavior of inflation

implied by models with staggered price setting, such as the Calvo model, is signifi-

cantly a¤ected when trend inflation di¤ers from zero. For example, because of the

staggered nature of price adjustment in a Calvo-type model, higher trend infla-

tion leads to a dispersion of relative prices. Since firms have di¤erent prices, output

levels also di¤er across firms, and households consume di¤erent amounts of the

final goods. The presence of diminishing marginal utility or convex costs of produc-

tion implies that these di¤erences are ine‰cient, causing steady-state output to de-

cline as steady-state inflation rises.31 The dynamic behavior of inflation in response

to shocks is also influenced (see Ascari and Ropele 2007). However, indexation of the

type discussed in this section eliminates the e¤ects of trend inflation by allowing

those firms that do not adjust optimally to still reset their prices to reflect the average

rate of inflation.

Cogley and Sbordone (2006) combined indexation by nonoptimizing firms with a

time-varying trend rate of inflation in a Calvo-type model and showed that the

resulting Phillips curve is given by

p̂pt ¼ a1tðp̂pt�1 � ĝgpt Þ þ a2tdmctmct þ a3tEtp̂ptþ1 þ a4tEt

Xy
j¼2

f
j�1
1t p̂ptþj; ð6:45Þ

where p̂pt is log inflation relative to the current trend level, ĝgpt is the growth rate of the

inflation trend, and dmctmct is log real marginal cost relative to its steady-state value.

Relative to the basic NKPC with a zero trend inflation rate, the coe‰cients on expec-

tations of future inflation are time-varying, and expectations of inflation more than

one period into the future a¤ect current inflation. The time variation of the coe‰-

cients occurs because all of them are functions of the (time-varying) trend rate of in-

flation. Estimating (6.45) using U.S. data, Cogley and Sbordone argued that a purely

forward-looking version of their model (i.e., a version without indexation so that

a1t ¼ 0 and lagged inflation does not appear) can capture short-run inflation dynam-

ics. This success arises, in part, from the high volatility of trend inflation that they

estimated. Sbordone (2007) found that if (6.45) with a1t ¼ 0 is the true model of in-

flation but a fixed-coe‰cient model of the form given by (6.42) is estimated instead,

one is likely to conclude, incorrectly, that there is a backward-looking component to

inflation.

31. The role this dispersion of relative prices has in a¤ecting the welfare cost of fluctuations is discussed in
section 8.4.
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Rotemberg (2007) o¤ered an alternative explanation for the persistence of

observed inflation rates that is consistent with the forward-looking new Keynesian

Phillips curve. He assumed that real marginal cost consists of two unobserved

components:

mct ¼ mcPt þmcTt ;

where mc is real marginal cost and the two components of mc are each AR(1):

mcit ¼ rimcit�1 þ e it for i ¼ fP;Tg:

Assume rP > rT , so P will denote a more persistent shock and T will denote the

more transitory shock. Assume further that the e i are uncorrelated at all leads and

lags, and the variance of e i is s2
i . Rotemberg’s key insight is that inflation will inherit

more of the persistence arising from mcP and so can actually be more persistent than

total marginal cost. Specifically, he showed that the solution for inflation takes the

form

pt ¼ k

1� brP

� �
mcPt þ k

1� brT

� �
mcTt :

Since rP > rT , the coe‰cient on the persistent component of marginal cost is larger

than the coe‰cient on the transitory component. The autocovariance of inflation is

more a¤ected than real marginal cost is by the component that is more persistent, so

inflation will tend to be more persistent than real marginal cost.

A final explanation for inflation persistence emphasizes deviations from rational

expectations. For example, following Roberts (1997), suppose

pt ¼ bpe
t; tþ1 þ kv̂vt;

where pe
t; tþ1 is the public’s average expectation of ptþ1 formed at time t. Suppose fur-

ther that this expectation is a a mixture of rational and backward-looking:

pe
t; tþ1 ¼ aEtptþ1 þ ð1� aÞpt�1:

Then

pt ¼ baEtptþ1 þ bð1� aÞpt�1 þ kv̂vt:

In this case, the presence of lagged inflation arises because expectations are not fully

rational. The deviation from rational expectations is ad hoc, but another possibility

is that backward-looking expectations arise because of adaptive learning on the part

of the public.
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The Degree of Nominal Price Rigidity

A final problem uncovered by structural estimates of the NKPC is that values for o,

the probability that a firm does not adjust its price, were much larger than found in

the microeconomic evidence discussion in section 6.3.1. Dennis (2008) reported that

estimates of o have generally been in the range of 0:758 to 0:911. These values are

similar to those reported by Eichenbaum and Fisher (2007) and would imply very

long durations between price changes. For example, a value of 0:8, which is in the

middle of this range, would imply that firms leave prices unchanged for, on average,

five quarters, or over one year. As noted earlier, the microeconomic evidence for the

United States suggests median durations between price changes closer to two quar-

ters or less, implying o < 0:5.

The large values of o obtained in time series estimates of the Phillips curve arise

because inflation does not appear to respond strongly to real marginal cost. Since

the elasticity of inflation with respect to marginal cost is given by

k ¼ ð1� oÞð1� boÞ
o

and b is roughly 0:99 in quarterly data, a small k can only be made consistent with

the theory if o is large.

To understand the modifications that have been made to the basic model in an at-

tempt to reconcile time series estimates with values of price-change frequency from

the microeconomic evidence, some further elements must be incorporated into the

model. Chapter 8 embeds the new Keynesian Phillips curve into a general equilib-

rium setting, so the discussion here is kept brief.

In section 8.3, it is shown that real marginal cost in the basic new Keynesian

model can be expressed as

v̂vt ¼ ðhþ sÞð ŷyt � ŷy
flex
t Þ;

where h is the inverse of the wage elasticity of labor supply, s is the coe‰cient of rel-

ative risk aversion, and ŷy
flex
t is the equilibrium output under flexible prices, expressed

as a percent deviation around steady-state output. The NKPC can therefore be writ-

ten in terms of an output gap as

pt ¼ bEtptþ1 þ kð ŷyt � ŷy
flex
t Þ;

with k1 kðhþ sÞ. Notice that the output gap is defined relative to a flexible-price

output and need not correspond closely to a standard output gap defined as

detrended output. This derivation suggests a small e¤ect of the output gap on infla-

tion (a small k) can be reconciled with a value of o around 0:5 if the wage elasticity
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is large. As output rises, firms need to hire more workers to expand production. This

increase in labor demand pushes up real wages and marginal costs, causing inflation

to rise. However, if labor supply is highly elastic, then the rise in real wages will be

small, marginal cost will not rise significantly, and inflation will not move a lot in re-

sponse to changes in the output gap. This elasticity is, however, normally thought to

be small.

This intuition does suggest, though, that the aggregate evidence could be recon-

ciled with a small o if a richer production technology were introduced that dampens

the impact of output on marginal cost. Three modifications have been explored.

First, variable capital utilization has been introduced (Christiano, Eichenbaum,

and Evans 2005). So far, capital has been ignored and only labor was used to pro-

duce output. Once capital is introduced and its rate of utilization can vary, then out-

put can increase by utilizing capital more intensely rather than solely by employing

more labor. By essentially allowing firms more margins along which to adjust, the

e¤ects of output variations on marginal cost are muted.

Second, Sbordone (2002) and Eichenbaum and Fisher (2007) argued that more

plausible estimates of o can be obtained with the introduction of firm-specific capi-

tal. To understand the role played by firm-specific capital, consider the situation in

the basic Calvo model. Each individual firm takes the aggregate real wage as given.

The same would be true for the rental cost of capital if there were an economywide

rental market for capital. Consequently, no individual firm takes into account the

e¤ect of its output choice on aggregate real factor prices. However, when capital is

firm-specific, the firm faces diminishing returns; each firm knows that its marginal

costs will rise if it expands production. Faced with an opportunity to adjust price, a

firm that would like to raise its price knows that doing so will reduce the demand for

its product. The firm will recognize that lower demand, and therefore a lower level of

production, will lower its future marginal costs. This acts to mute the firm’s desired

price increase because price depends on both current and expected future marginal

costs. Conversely, a firm considering a cut in price will recognize that this will lead

to an increase in the demand it faces, which in turn will require an increase in pro-

duction and an increase in marginal costs. This anticipated rise in marginal costs will

dampen the desired price reduction.

To illustrate this mechanism, suppose the production function for firm i is

YtðiÞ ¼ AtK
1�aNtðiÞa:

Real marginal cost for the firm is the real wage relative to the marginal product of

labor:

MCtðiÞ ¼ Wt

aAtK
1�aNtðiÞa�1

¼ WtNtðiÞ
aYtðiÞ :
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From the production function, NtðiÞ ¼ ½YtðiÞ=AtK
1�a�1=a, so

MCtðiÞ ¼ WtNtðiÞ
aYtðiÞ ¼ WtYtðiÞð1�aÞ=a

aAtK
ð1�aÞ=a

" #
:

Thus, unlike the basic model, marginal cost now depends on the firm’s output and so

varies across firms. Marginal cost at firm i relative to aggregate marginal cost can be

written, using the demand curve given by (6.21), as

MCtðiÞ
MCt

¼ YtðiÞ
Yt

� �ð1�aÞ=a
¼ PtðiÞ

Pt

� �ða�1Þ=að1�qÞ
;

where 1=ð1� qÞ is the price elasticity of demand. Hence, in terms of deviations

around the steady state,

mctðiÞ ¼ mct � 1� a

að1� qÞ
� �

½ptðiÞ � pt� ¼ mct � A½ptðiÞ � pt�;

where A ¼ ð1� aÞ=½að1� qÞ� > 0. The inflation adjustment equation becomes

pt ¼ bEtptþ1 þ kð1þ AÞ�1
mct;

and the impact of a change in marginal cost on inflation is dampened because

kð1þ AÞ�1 < k.

A third modification of the basic model involves relaxing the standard assumption

that firms face a constant elasticity demand curve. If the demand for the firm’s out-

put becomes more elastic in response to a price increase, the increase in the firm’s

desired price when marginal costs rise will be less. Facing a more elastic demand,

the firm’s optimal relative price declines, so this mutes the degree to which the firm

will raise its price.

Eichenbaum and Fisher (2007) argued that by adding indexation and firm-specific

capital and dropping the assumption that firms face a constant elasticity of demand,

estimated values of o, the frequency of price changes, are lower than the high values

found in the basic Calvo model. In fact, they concluded that for some specifications,

the estimated value of o is consistent with firms’ reoptimizing prices every two quar-

ters, a value more in line with microeconomic evidence. However, that evidence

refers to the average duration between price changes. In Eichenbaum and Fisher, all

firms change prices every period (because of the indexation assumption). Thus, it is

not clear how the price change frequency found in the microeconomic data and the

reoptimization frequency are related.

Standard models of price adjustment assume that the frequency of price adjust-

ment is the same across all firms in the economy. Carvalho (2006) and Nakamura
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and Steinsson (2008) considered heterogeneity in this frequency by studying multi-

sector economies. When prices adjust at di¤erent rates across the sectors, Carvalho

showed, in response to a monetary shock most price changes initially occur in sectors

characterized by a low degree of nominal rigidity (i.e., in sectors in which prices ad-

just frequently). As time passes, the speed of adjustment slows, and it is now firms in

the sectors with greater nominal rigidity that are the primary adjusters. In addition,

if strategic complementarities lead each firm’s optimal price to be a function of the

prices of other firms, then the price changes of the firms in sectors that adjust rapidly

are a¤ected by the presence of more slowly adjusting sectors of the economy. In

response to a positive monetary shock, the existence of slow adjusters will cause the

early adjusters to limit their price increases. As a result, monetary shocks have

longer-lived impacts on the real economy when price adjustment frequencies di¤er

across the economy, relative to an economy in which this frequency is the same for

all firms. Carvalho reported that to generate the same dynamic responses to mone-

tary shocks, a model with identical firms needs a frequency of price change that is

as much as three times lower than the average frequency in a model with heteroge-

neous firms.

6.3.3 Sticky Prices versus Sticky Information

Several authors have attempted to test the sticky information Phillips curve (SIPC)

model of inflation (see chapter 5) against the sticky price new Keynesian Phillips

curve of this chapter. For example, Kiley (2007) estimated the NKPC as well as hy-

brid versions that incorporate lagged inflation as in (6.43) or (6.44). For the period

1983–2002, he found that a simple sticky price model with one lag of inflation per-

forms reasonably well, as does a sticky information model augmented with one lag of

inflation. However, the sticky price model does better than the sticky information

version when the number of lags is increased. Thus, both models require ad hoc aug-

mentation to fully account for the behavior of inflation. Kiley argued that the addi-

tion of such long lags in inflation might reflect the type of behavior Galı́ and Gertler

(1999) showed led to (6.43). Galı́ and Gertler assumed that a fraction of firms that

could adjust their price simply employed a rule of thumb that called for setting a

new price based on lagged information about the optimal price. If this lagged infor-

mation is assumed to include older information on past optimal prices, one might

justify the best-fitting model as one that incorporates sticky prices together with

sticky information.

Most macroeconomic models impose the assumption that conditional on the avail-

able information set, expectations are rational. Thus, both the SIPC and the NKPC

are based on rational expectations, but they di¤er in terms of the information that is

assumed to be available to agents. Coibion (2008) used historical survey measures of

inflation forecasts to avoid imposing rational expectations. He found that when the

6.3 Assessing Alternatives 261



structural parameters of the SIPC are estimated, little evidence of informational

stickiness is uncovered. He also found that conditional on the survey forecasts, the

SIPC is rejected in favor of the sticky price NKPC.

Klenow and Willis (2007) proposed a reconciliation between microeconomic flexi-

bility and macroeconomic rigidity and set up a model in which firms have price ad-

justment costs (which will lead to price stickiness) and information costs (information

stickiness). The former are introduced to account for the fact that in a given month

most prices do not change. Information updating about the aggregate economy

occurs every N periods, as in a Taylor adjustment model. This di¤ers from Mankiw

and Reis’s original sticky information model in which the probability of updating in-

formation each period was constant. Klenow and Willis also introduced idiosyncratic

firm shocks about which the firm always has full information. Expectations about

inflation are assumed to be based on a simple forecasting rule. They found that in

microeconomic data from the U.S. CPI, price changes appear to depend on old in-

formation in a manner consistent with theories of sticky information.

6.4 Summary

Monetary economists generally agree that the models discussed in chapters 2–4,

while useful for examining issues such as the welfare cost of inflation and the optimal

inflation tax, need to be modified to account for the short-run e¤ects of monetary

factors on the economy. This chapter and chapter 5 reviewed three such modifica-

tions: informational frictions, portfolio adjustment frictions, and nominal price ad-

justment frictions. Most monetary models designed to address short-run monetary

issues assume that wages and/or prices do not adjust instantaneously in response to

changes in economic conditions. This chapter has examined some standard models of

price adjustment, including both time-dependent and state-dependent pricing models.

It also briefly discussed some of the microeconomic evidence that has provided new

facts against which to judge models of nominal stickiness as well as the time series

evidence on sticky price and sticky information models.

6.5 Appendix: A Sticky Wage MIU Model

In section 6.2.1, an MIU model was modified to include one-period nominal wage

contracts. The equations characterizing equilibrium in the flexible-price MIU model

were given by (6.1)–(6.8). Output was shown to equal

yt � Et�1y
�
t ¼ aðpt � Et�1ptÞ þ ð1þ aÞet; ð6:46Þ
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where Et�1y
� ¼ ð1� aÞEt�1n

�
t þ Et�1et is the expected equilibrium output under flex-

ible prices, a ¼ ð1� aÞ=a, and

y�
t ¼ 1þ h

1þ hþ ð1� aÞðF� 1Þ
� �

et ¼ b2et:

The aggregate demand side of this economy consists of (6.4) and (6.6)–(6.8). Mak-

ing use of the economy’s resource constraint, (6.4) can be written as

yt ¼ Etytþ1 � 1

F

� �
rt: ð6:47Þ

Using the Fisher equation, (6.7), and (6.47), the money demand condition becomes

mt � pt ¼ yt � 1

biss

� �
½rt þ Etptþ1 � pt�

¼ yt � F

biss
½Etytþ1 � yt� � 1

bi ss

� �
ðEtptþ1 � ptÞ:

Notice that expected future income a¤ects the demand for money. Higher expected

income raises the expected real interest rate for a given level of current output, and

this implies lower money demand.

The equations of the model can now be collected:

Aggregate supply: yt ¼ b2Et�1et þ aðpt � Et�1ptÞ þ ð1þ aÞet:

Aggregate demand: yt ¼ Etytþ1 � 1

F

� �
rt:

Money demand: mt � pt ¼ yt � F

biss
½Etytþ1 � yt� � 1

bi ss

� �
ðEtptþ1 � ptÞ:

Fisher equation: it ¼ rt þ Etptþ1 � pt:

To complete the solution to the model, assume that the productivity shock et
and the money supply shock st are both serially and mutually uncorrelated. Then

Et�1et ¼ Et�1y
�
t ¼ 0. The model reduces to

yt ¼ aðpt � Et�1ptÞ þ ð1þ aÞet

mt � pt ¼ 1þ F

biss

� �
yt � 1

bi ss

� �
ðEtptþ1 � ptÞ

mt ¼ mt�1 þ st:

6.5 Appendix: A Sticky Wage MIU Model 263



Combining the first and second of these equations,

½1þ biss þ aðbi ss þFÞ�pt

¼ bi ssmt þ aðbi ss þFÞEt�1pt � ð1þ aÞðbiss þFÞet þ Etptþ1: ð6:48Þ
Guess a solution of the form pt ¼ g1mt�1 þ g2st þ g3et. Then Et�1pt ¼ g1mt�1 and

Etptþ1 ¼ g1mt ¼ g1mt�1 þ g1st. Substituting these expressions into (6.48),

½1þ biss þ aðbi ss þFÞ�ðg1mt�1 þ g2st þ g3etÞ

¼ bi ssðmt�1 þ stÞ þ aðbiss þFÞg1mt�1 � ð1þ aÞðbiss þFÞet þ g1mt�1 þ g1st:

Equating the coe‰cients on either side, g1, g2, and g3 must satisfy

½1þ biss þ aðbi ss þFÞ�g1 ¼ biss þ aðbi ss þFÞg1 þ g1 ) g1 ¼ 1

½1þ biss þ aðbi ss þFÞ�g2 ¼ biss þ g1 ) g2 ¼
1þ biss

1þ bi ss þ aðbiss þFÞ

½1þ biss þ aðbi ss þFÞ�g3 ¼ ð1þ aÞðbi ss þFÞ ) g3 ¼ � ð1þ aÞðbiss þFÞ
1þ bi ss þ aðbiss þFÞ
� �

:

To determine the impact of a money shock st on output, note that pt � Et�1pt ¼
g2st þ g3et, so

yt ¼ aðpt � Et�1ptÞ þ ð1þ aÞet

¼ ag2st þ ðag3 þ a�1Þet:

From the definitions of g2 and g3,

yt ¼ að1þ bissÞ
1þ bi ss þ aðbiss þFÞ
� �

st þ ð1þ aÞ 1þ bi ss

1þ biss þ aðbi ss þFÞ
� �

et:

Using the parameter values from section 2.5.4, (a ¼ 0:36, b ¼ 3, F ¼ 2) and a steady-

state nominal interest rate of 0:011 (since average money growth, and hence infla-

tion, equals zero), the coe‰cient on st is equal to 0:40. Letting b ! y yields (6.14).

6.6 Problems

1. An increase in average inflation lowers the real demand for money. Demonstrate

this by using the steady-state version of the model given by (6.1)–(6.7), assuming that
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the nominal money supply grows at a constant trend rate m so that mt ¼ mt, to show

that real money balances mt � pt are decreasing in m.

2. Suppose that the nominal money supply evolves according to mt ¼ mþ rmmt�1 þ
st for 0 < rm < 1 and st, a white noise control error. If the rest of the economy is

characterized by (6.1)–(6.7), solve for the equilibrium expressions for the price level,

output, and the nominal rate of interest. What is the e¤ect of a positive money shock

ðst > 0Þ on the nominal rate? How does this result compare to the rm ¼ 1 case dis-

cussed in the appendix? Explain.

3. Assume that nominal wages are set for one period but that they can be indexed to

the price level:

wc
t ¼ w0

t þ bðpt � Et�1ptÞ;

where w0 is a base wage and b is the indexation parameter ð0a ba 1Þ.
a. How does this change modify the aggregate supply equation given by (6.11)?

b. Suppose the demand side of the economy is represented by a simple quantity

equation, mt � pt ¼ yt, and assume mt ¼ vt, where vt, is a mean zero shock. Assume

the indexation parameter is set to minimize Et�1ðnt � Et�1n
�
t Þ2, and show that the

optimal degree of wage indexation is increasing in the variance of v and decreasing

in the variance of e (Gray 1978).

4. Equation (6.29) was obtained from equation (6.28) by assuming that R ¼ 1. Show

that in general, if R is constant but Rss > 1,

pt ¼
Rss

1þ Rss

� �
pt þ 1

Rss Etptþ1

� �
þ Rss

1þ Rss

� �
vt þ 1

Rss Etvtþ1

� �
:

5. The Chari, Kehoe, and McGrattan (2000) model of price adjustment led to (6.31).

Using (6.30), show that the parameter a in (6.31) equals ð1� ffiffiffi
g

p Þ=ð1þ ffiffiffi
g

p Þ.
6. The basic Taylor model of price level adjustment was derived under the assump-

tion that the nominal wage set in period t remained unchanged for periods t and

tþ 1. Suppose instead that each period t contract specifies a nominal wage x1
t for pe-

riod t and x2
t for period tþ 1. Assume these are given by x1

t ¼ pt þ kyt and x2
t ¼

Etptþ1 þ kEtytþ1. The aggregate price level at time t is equal to pt ¼ 1
2 ðx1

t þ x2
t�1Þ. If

aggregate demand is given by yt ¼ mt � pt and mt ¼ m0 þ ot, what is the e¤ect of

a money shock ot on pt and yt? Explain why output shows no persistence after a

money shock.

7. Following Rotemberg (1988), suppose the representative firm i sets its price to

minimize a quadratic loss function that depends on the di¤erence between the firm’s

actual log price in period t, pit, and its optimal log price, p�
t . If the firm can adjust at

time t, it will set its price to minimize
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1

2
Et

Xy
j¼0

b iðpitþj � p�
tþjÞ2; ð6:49Þ

subject to the assumed process for determining when the firm will next be able to

adjust.

a. If the probability of resetting prices each period is 1� o, as in the Calvo model,

and p̂pt denotes the optimal price chosen by all firms that can adjust at time t, show

that p̂pt minimizes

Xy
j¼0

o ib iEtðpit � p�
tþiÞ2:

b. Derive the first-order condition for the optimal choice of p̂pt.

c. Using the result from (b), show that

p̂pt ¼ ð1� obÞ
Xy
j¼0

o ib iEtp
�
tþi: ð6:50Þ

Explain intuitively why the weights on future optimal prices p�
tþj depends on o.

8. Suppose, as in problem 7, the representative firm i sets its price to minimize a qua-

dratic loss function that depends on the di¤erence between the firm’s actual log price

in period t, pit, and its optimal log price, p�
t . The probability of resetting prices each

period is 1� o, as in the Calvo model. If the firm can adjust at time t, it will set its

price to minimize

1

2
Et

Xy
j¼0

b iðpitþj � p�
tþjÞ2

subject to the assumed process for determining when the firm will next be able to

adjust.

a. If p̂pt is the log price chosen by adjusting firms, show that

p̂pt ¼ ð1� obÞp�
t þ obEtp̂ptþ1:

b. Assume the log price target p� depends on the aggregate log price level and out-

put: p�
t ¼ pt þ gyt þ et, where e is a random disturbance to capture other determi-

nants of p�. The log aggregate price level is pt ¼ ð1� oÞ p̂pt þ opt�1. Using this

definition and the result in part (a), obtain an expression for aggregate inflation as a

function of expected future inflation, output, and e.

c. Is the impact of output on inflation increasing or decreasing in o, the measure of

the degree of nominal rigidity? Explain.
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9. The basic Calvo model assumes that in each period a fraction o of all firms do

not change price. Suppose instead that these firms index their price to last period’s

inflation, so that for such firms the log price is given by pit ¼ pit�1 þ pt�1.

a. What is the first-order condition for p̂pt, the price chosen by firms that do adjust

optimally in period t?

b. How does this compare to (6.34)?

c. The log aggregate price level becomes

pt ¼ ð1� oÞ p̂pt þ oðpt�1 þ pt�1Þ:

Use this equation with the first-order condition for p̂pt obtained in part (a) to find an

expression for the aggregate inflation rate. How is current inflation a¤ected by lagged

inflation?
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7 Discretionary Policy and Time Inconsistency

7.1 Introduction

Macroeconomic equilibrium depends on both the current and expected future behav-

ior of monetary policy.1 If policymakers behave according to a systematic rule, the

rule can be used to determine rational expectations of future policy actions under

the assumption that the central bank continues to behave according to the rule. In

principle, one could derive an optimal policy rule by specifying an objective function

for the central bank and then determining the values of the parameters in the policy

rule that maximize the expected value of the objective function.

But what ensures that the central bank will find it desirable to follow such a rule?

Absent enforcement, it may be optimal to deviate from the rule once private agents

have made commitments based on the expectation that the rule will be followed.

Firms and workers may agree to set nominal wages or prices based on the expecta-

tion that monetary policy will be conducted in a particular manner, yet once these

wage and price decisions have been made, the central bank may have an incentive

to deviate from actions called for under the rule. If deviations from a strict rule are

possible—that is, if the policymakers can exercise discretion—agents will need to

consider the policymakers’ incentive to deviate; they can no longer simply base their

expectations on the rule that policymakers say they will follow.

A large literature has focused on the incentives central banks face when actually

setting their policy instrument. Following the seminal contribution of Kydland and

Prescott (1977), attention has been directed to issues of central bank credibility and

the ability to precommit to policies. Absent some means of committing in advance to

take specific policy actions, central banks may find that they face incentives to act in

ways that are inconsistent with their earlier plans and announcements.

1. Illustrations of this dependence are seen in the equilibrium expressions for the price level in the money-
in-the-utility function (MIU) and cash-in-advance (CIA) models of chapters 2 and 3 and the discussion of
policy in the new Keynesian model of chapter 8.



A policy is time-consistent if an action planned at time t for time tþ i remains

optimal to implement when time tþ i actually arrives. The policy can be state-

contingent; that is, it can depend on the realization of events that are unknown at

time t when the policy is originally planned. But a time-consistent policy is one in

which the planned response to new information remains the optimal response once

the new information arrives. A policy is time-inconsistent if at time tþ i it will not

be optimal to respond as originally planned. The focus of this chapter is on determin-

ing the average level of inflation and how discretion may lead to excessive inflation.

The stabilization bias that can arise under discretionary policy regimes when infla-

tion depends on forward-looking expectations is discussed in chapter 8.

The analysis of time inconsistency in monetary policy is important for two rea-

sons. First, it forces one to examine the incentives faced by central banks. The impact

of current policy often depends upon the public’s expectations, either about current

policy or about future policy actions. To predict how policy a¤ects the economy, one

needs to understand how expectations will respond, and this understanding can only

be achieved if policy behaves in a systematic manner. Just as with private sector be-

havior, an understanding of systematic behavior by the central bank requires an

examination of the incentives the policymaker faces. And by focusing on these incen-

tives, models of time inconsistency have had an important influence as positive

theories of observed rates of inflation.

Second, if time inconsistency is important, then models that clarify the incentives

faced by policymakers and the nature of the decision problems they face are impor-

tant for the normative task of designing policy-making institutions. For this purpose,

monetary economists need models that provide help in understanding how institu-

tional structures a¤ect policy outcomes.

The next section develops a framework, originally due to Barro and Gordon

(1983a), that despite its simplicity has proven extremely useful for studying problems

of time inconsistency in monetary policy. The discretionary conduct of policy, mean-

ing that the central bank is free at any time to alter its instrument setting, is shown to

produce an average inflationary bias; equilibrium inflation exceeds the socially

desired rate. This bias arises from a desire for economic expansions above the econ-

omy’s equilibrium output level (or for unemployment rates below the economy’s nat-

ural rate) and the inability of the central bank to commit credibly to a low rate of

inflation. Section 7.3 examines some of the solutions that have been proposed for

overcoming this inflationary bias. Central banks very often seem to be concerned

with their reputations; and section 7.3.1 examines how such a concern might reduce

or even eliminate the inflation bias. Section 7.3.2 considers the possibility that society

or the government might wish to delegate responsibility for monetary policy to a cen-

tral banker with preferences between employment and inflation fluctuations that dif-

fer from those of society as a whole. Since the inflation bias can be viewed as arising

because the central bank faces the wrong incentives, a third approach to solving the
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inflation bias problem is to design mechanisms for creating the right incentives. This

approach is discussed in section 7.3.3. Section 7.3.4 considers the role of institutional

structures in solving the inflation bias problem arising from discretion. Finally, the

role of explicit targeting rules is studied in section 7.3.5.

The models of sections 7.2 and 7.3, with their focus on the inflationary bias that

can arise under discretion, have played a major role in the academic literature on

inflation. The success of these models as positive theories of inflation—that is, as

explanations for the actual historical variations of inflation both over time and across

countries—is open to debate. Section 7.4 discusses the empirical importance of the

inflation bias in accounting for episodes of inflation.

7.2 Inflation under Discretionary Policy

If inflation is costly (even a little), and if there is no real benefit to having 5 percent

inflation on average as opposed to 1 percent inflation or 0 percent inflation, why do

we observe average rates of inflation that are consistently positive? Many explana-

tions of positive average rates of inflation have built on the time inconsistency analy-

sis of Kydland and Prescott (1977) and Calvo (1978).2 The basic insight is that while

it may be optimal to achieve a low average inflation rate, such a policy is not time-

consistent. If the public were to expect low inflation, the central bank would face an

incentive to inflate at a higher rate. Understanding this incentive, and believing that

the policymaker will succumb to it, the public correctly anticipates a higher inflation

rate. The policymaker then finds it optimal to deliver the inflation rate the public

anticipated.

7.2.1 Policy Objectives

To determine the central bank’s actions, one needs to specify the preferences of the

central bank. It is standard to assume that the central bank’s objective function

involves output (or employment) and inflation, although the exact manner in which

output has been assumed to enter the objective function has taken two di¤erent

forms. In the formulation of Barro and Gordon (1983b), the central bank’s objective

is to maximize the expected value of

U ¼ lðy� ynÞ � 1

2
p2; ð7:1Þ

2. For a survey dealing with time inconsistency problems in the design of both monetary and fiscal poli-
cies, see Persson and Tabellini (1990). Cukierman (1992) also provided an extensive discussion of the theo-
retical issues related to the analysis of inflation in models in which time inconsistency plays a critical role.
Persson and Tabellini’s (1999) survey of political economy covered many of the issues discussed in this
chapter. See also Dri‰ll (1988) and Stokey (2003).
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where y is output, yn is the economy’s natural rate of output, and p is the inflation

rate. More output is preferred to less output with constant marginal utility, so output

enters linearly, and inflation is assumed to generate increasing marginal disutility and

so enters quadratically. The parameter l governs the relative weight that the central

bank places on output expansions relative to inflation stabilization. Often the desire

for greater output is motivated by an appeal to political pressure on monetary policy

due to the e¤ects of economic expansions on the reelection prospects of incumbent

politicians.3 Alternatively, distortions due to taxes, monopoly unions, or monopolis-

tic competition may lead yn to be ine‰ciently low. For discussions of alternative

motivations for this type of loss function, see Cukierman (1992). What will be critical

is that the central bank would like to expand output, but it will be able to do so only

by creating surprise inflation (see section 7.2.2).

The other standard specification for preferences assumes that the central bank

desires to minimize the expected value of a loss function that depends on output

and inflation fluctuations. Thus, the loss function is quadratic in both output and in-

flation and takes the form

V ¼ 1

2
lðy� yn � kÞ2 þ 1

2
p2: ð7:2Þ

The key aspect of this loss function is the parameter k. The assumption is that the

central bank desires to stabilize both output and inflation, inflation around zero but

output around yn þ k, a level that exceeds the economy’s natural rate of output yn
by the constant k.4 Because the expected value of V involves the variance of output,

the loss function (7.2) will generate a role for stabilization policy that is absent when

the central bank cares only about the level of output, as in (7.1).

There are several common explanations for a positive k, and these parallel the

arguments for the output term in the linear preference function (7.1). Most often,

some appeal is made to the presence of imperfect competition, as in the new Keynes-

ian model (see chapter 8), or labor market distortions (e.g., a wage tax) that lead the

economy’s natural rate of output to be ine‰ciently low. Attempting to use monetary

policy to stabilize output around yn þ k then represents a second-best solution (the

first-best would involve eliminating the original distortion). An alternative interpreta-

tion is that k arises from political pressure on the central bank. Here the notion is

that elected o‰cials have a bias for economic expansions because expansions tend

to increase their probability of reelection. The presence of k leads to a third-best out-

3. The influence of reelections on the central bank’s policy choices was studied by Fratianni, von Hagen,
and Waller (1997) and Herrendorf and Neumann (2003).

4. Note that the inflation term in (7.1) and (7.2) can be replaced by 1
2 ðp� p�Þ2 if the monetary authority

has a target inflation rate p� that di¤ers from zero.
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come, so the political interpretation motivates institutional reforms designed to min-

imize political pressures on the central bank.

The two alternative objective functions (7.1) and (7.2) are clearly closely related.

Expanding the term involving output in the quadratic loss function, (7.2) can be writ-

ten as

V ¼ �lkðy� ynÞ þ 1

2
p2 þ 1

2
lðy� ynÞ2 þ 1

2
lk2:

The first two terms are the same as the linear utility function (with signs reversed be-

cause V is a loss function), showing that the assumption of a positive k is equivalent

to the presence of a utility gain from output expansions above yn. In addition, V

includes a loss arising from deviations of output around yn (the lðy� ynÞ2 term).

This introduces a role for stabilization policies that is absent when the policymaker’s

preferences are assumed to be strictly linear in output. The final term involving k2 is

simply a constant and so has no e¤ect on the central bank’s decisions.5

The alternative formulations reflected in (7.1) and (7.2) produce many of the same

insights. Following Barro and Gordon (1983b), we will work initially with the func-

tion (7.1), which is linear in output. The equilibrium concept in the basic Barro-

Gordon model is noncooperative Nash. Given the public’s expectations, the central

bank’s policy choice maximizes its objective function (or equivalently, minimizes its

loss function), given the public’s expectations. The assumption of rational expecta-

tions implicitly defines the loss function for private agents as LP ¼ Eðp� peÞ2; given
the public’s understanding of the central bank’s decision problem, their choice of pe

is optimal.

7.2.2 The Economy

The specification of the economy is quite simple and follows the analysis of Barro

and Gordon (1983a; 1983b). Aggregate output is given by a Lucas-type aggregate

supply function (see chapter 5) of the form

y ¼ yn þ aðp� peÞ þ e: ð7:3Þ
This can be motivated as arising from the presence of one-period nominal wage con-

tracts set at the beginning of each period based on the public’s expectation of the rate

5. See Cukierman (1992) for more detailed discussions of alternative motivations that might lead to objec-
tive functions of the forms given by either (7.1) or (7.2). In an open-economy framework, Bohn (1991d)
showed how the incentives for inflation depend on foreign-held debt denominated in the domestic cur-
rency. In chapter 8, the objective function for the central bank is derived as an approximation to the utility
of the represented agent. Under certain conditions, such an approximation yields an objective function
similar to (7.2).
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of inflation. If actual inflation exceeds the expected rate, real wages will be eroded

and firms will expand employment. If actual inflation is less than the rate expected,

realized real wages will exceed the level expected and employment will be reduced. A

critical discussion of this basic aggregate supply relationship can be found in Cukier-

man (1992, ch. 3).6

Recall that the tax distortions of inflation analyzed in chapter 4 were a function

of anticipated inflation. Fluctuations in unanticipated inflation caused neutral price

level movements, while expected inflation altered nominal interest rates and the op-

portunity cost of money, leading to tax e¤ects on money holdings, the consumption

of cash goods, and the supply of labor. If the costs of inflation arise purely from

expected inflation, while surprise inflation generates economic expansions, then a

central bank would perceive only benefits from attempting to produce unexpected in-

flation. Altering the specification of the central bank’s objective function in (7.2) or

(7.1) to depend only on output and expected inflation would, given (7.3), then imply

that the equilibrium inflation rate could be infinite (see Auernheimer 1974; Calvo

1978; and problem 7 at the end of this chapter).

The rest of the model is a simple link between inflation and the policy authority’s

actual policy instrument:

p ¼ Dmþ v; ð7:4Þ
where Dm is the growth rate of the money supply (the first di¤erence of the log nom-

inal money supply), assumed to be the central bank’s policy instrument, and v is a

velocity disturbance. The private sector’s expectations are assumed to be determined

prior to the central bank’s choice of a growth rate for the nominal money supply.

Thus, in setting Dm, the central bank will take pe as given. Also assume that the cen-

tral bank can observe e (but not v) prior to setting Dm; this assumption generates a

role for stabilization policy. Finally, assume e and v are uncorrelated.

The sequence of events is important. First, the private sector sets nominal wages

based on its expectations of inflation. Thus, in the first stage, pe is set. Then the sup-

ply shock e is realized. Because expectations have already been determined, they do

not respond to the realization of e. Policy can respond, however, and the policy in-

strument Dm is set after the central bank has observed e. The velocity shock v is then

realized, and actual inflation and output are determined.

6. If the aggregate supply equation is substituted into the central bank’s preference function, both (7.1)
and (7.2) can be written in the form Uðp� p e; p; eÞ. Thus, the general framework is one in which the cen-
tral bank’s objective function depends on both surprise inflation and actual inflation. In addition to the
employment motives mentioned here, one could emphasize the desire for seigniorage as leading to a similar
objective function because surprise inflation, by depreciating the real value of both interest-bearing and
non-interest-bearing liabilities of the government, produces larger revenue gains for the government than
does anticipated inflation (which only erodes non-interest-bearing liabilities).
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Several important assumptions have been made here. First, as with most models

involving expectations, the exact specification of the information structure is impor-

tant. Most critically, it is assumed that private agents must commit to nominal wage

contracts before the central bank has to set the rate of growth of the nominal money

supply. This means that the central bank has the opportunity to surprise the private

sector by acting in a manner that di¤ers from what private agents had expected when

they locked themselves into nominal contracts. Second, in keeping with the literature

based on Barro and Gordon (1983a), it is assumed the central bank sets money

growth as its policy instrument. If the main objective is to explain the determinants

of average inflation rates, the distinction between money and interest rates as the pol-

icy instrument is not critical. Third, the basic model assumes that the central bank

can react to realization of the supply shock e while the public commits to wage con-

tracts prior to observing this shock. This informational advantage on the part of the

central bank introduces a role for stabilization policy and is meant to capture the fact

that policy decisions can be made more frequently than are most wage and price

decisions. It means the central bank can respond to economic disturbances before

private agents have had the chance to revise nominal contracts.

The assumption that v is observed after Dm is set is not critical. It is easy to show

that the central bank will always adjust Dm to o¤set any observed or forecastable

component of the velocity shock, and this is why the rate of inflation itself is often

treated as the policy instrument. Output and inflation will only be a¤ected by the

component of the velocity disturbance that was unpredictable at the time policy was

set.

7.2.3 Equilibrium Inflation

Since the central bank is assumed to act before observing the disturbance v, its objec-

tive will be to maximize the expected value of U , where the central bank’s expecta-

tion is defined over the distribution of v. Substituting (7.3) and (7.4) into the central

bank’s objective function yields

U ¼ l½aðDmþ v� peÞ þ e� � 1

2
ðDmþ vÞ2:

The first-order condition for the optimal choice of Dm, conditional on e and taking

pe as given, is

al� Dm ¼ 0;

or

Dm ¼ al > 0: ð7:5Þ
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Given this policy, actual inflation will equal alþ v. Because private agents are

assumed to understand the incentives facing the central bank, that is, they are ratio-

nal, they use (7.5) in forming their expectations about inflation. With private agents

forming expectations prior to observing the velocity shock v, (7.4) and (7.5) imply

pe ¼ E½Dm� ¼ al:

Thus, average inflation is fully anticipated. From (7.3), output is yn þ avþ e and is

independent of the central bank’s policy.

When the central bank acts with discretion in setting Dm, equilibrium involves a

positive average rate of inflation equal to al. This has no e¤ect on output, since the

private sector completely anticipates inflation at this rate ðpe ¼ alÞ. The economy

su¤ers from positive average inflation bias, which yields no benefit in terms of greater

output. The size of the bias is increasing in the e¤ect of a money surprise on output,

a, since this parameter governs the marginal benefit in the form of extra output that

can be obtained from an inflation surprise. The larger a is, the greater is the central

bank’s incentive to inflate. Recognizing this fact, private agents anticipate a higher

rate of inflation. The inflation bias is also increasing in the weight the central bank

places on its output objective, l. A small l implies that the gains from economic ex-

pansion are low relative to achieving inflation objectives, so the central bank has less

incentive to generate inflation.

Why does the economy end up with positive average inflation even though it con-

fers no benefits and the central bank dislikes inflation? The central bank is acting sys-

tematically to maximize the expected value of its objective function, so it weighs the

costs and benefits of inflation in setting its policy. At a zero rate of inflation, the

marginal benefit of generating a little inflation is positive because, with wages set,

the e¤ect of an incremental rise in inflation on output is equal to a > 0. The value

of this output gain is al. This is illustrated in figure 7.1 by the horizontal line at a

height equal to al. The marginal cost of inflation is equal to p. At a planned inflation

rate of zero, this marginal cost is zero, so the marginal benefit of inflation exceeds the

marginal cost. But the marginal cost rises (linearly) with inflation, as illustrated in

the figure. At an expected inflation rate of al, the marginal cost equals the marginal

benefit.

Under this discretionary policy outcome, expected utility of the central bank is

equal to

E½Ud � ¼ E lðavþ eÞ � 1

2
ðalþ vÞ2

� �

¼ � 1

2
ða2l2 þ s2

v Þ;
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where E½v� ¼ E½e� ¼ 0 and s2
v is the variance of the random inflation control error v.

Expected utility is decreasing in the variance of the random control error v and

decreasing in the weight placed on output relative to inflation objectives ðlÞ because
a larger l increases the average rate of inflation. Although the control error is un-

avoidable, the loss due to the positive average inflation rate arises from the monetary

authority’s fruitless attempt to stimulate output.

The outcome under discretion can be contrasted with the situation in which the

monetary authority is able to commit to setting money growth always equal to zero:

Dm ¼ 0. In this case, p ¼ v and expected utility would equal

E½U c� ¼ E lðavþ eÞ � 1

2
v2

� �
¼ � 1

2
s2
v > E½U d �:

The central bank (and society, if the central bank’s utility is interpreted as a social

welfare function) would be better o¤ if it were possible to commit to a policy of zero

money growth. Discretion, in this case, generates a cost.

As noted earlier, an alternative specification of the central bank’s objectives fo-

cuses on the loss associated with output and inflation fluctuations around desired

levels. This alternative formulation, given by the loss function (7.2), leads to the

same basic conclusions. Discretion will produce an average bias toward positive in-

flation and lower expected utility. In addition, specifying the loss function so that the

central bank cares about output fluctuations means that there will be a potential role

for policy to reduce output volatility caused by the supply shock e.

Figure 7.1
Equilibrium inflation under discretion (linear objective function).
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Substituting (7.3) and (7.4) into the quadratic loss function (7.2) yields

V ¼ 1

2
l½aðDmþ v� peÞ þ e� k�2 þ 1

2
ðDmþ vÞ2:

If Dm is chosen after observing the supply shock e, but before observing the velocity

shock v, to minimize the expected value of the loss function, the first-order condition

for the optimal choice of Dm, conditional on e and taking pe as given, is

al½aðDm� peÞ þ e� k� þ Dm ¼ 0;

or

Dm ¼ a2lpe þ alðk � eÞ
1þ a2l

: ð7:6Þ

There are two important di¤erences to note in comparing (7.5), the optimal setting

for money growth from the model with a linear objective function, to (7.6). First, the

aggregate supply shock appears in (7.6); because the central bank wants to minimize

the variance of output around its target level, it will make policy conditional on the

realization of the supply shock. Thus, an explicit role for stabilization policies arises

that will involve trading o¤ some inflation volatility for reduced output volatility.

Second, the optimal policy depends on private sector expectations about inflation.

Private agents are assumed to understand the incentives facing the central bank, so

they use (7.6) in forming their expectations. However, private agents are atomistic;

they do not take into account the e¤ect their choice of expected inflation might have

on the central bank’s decision.7 With expectations formed prior to observing the ag-

gregate supply shock, (7.4) and (7.6) imply

pe ¼ E½Dm� ¼ a2lpe þ alk

1þ a2l
:

Solving for pe yields pe ¼ alk > 0. Substituting this back into (7.6) and using (7.4)

gives an expression for the equilibrium rate of inflation:

pd ¼ Dmþ v ¼ alk � al

1þ a2l

� �
eþ v; ð7:7Þ

7. This assumption is natural in the context of individual firms and workers determining wages and prices.
If nominal wages are set in a national bargaining framework, for example by a monopoly union and em-
ployer representatives, then it may be more appropriate to assume that wages are set strategically, taking
into account the impact of the wage decision on the incentives faced by the central bank. The case of a
monopoly union has been analyzed by Tabellini (1988) and Cubitt (1992). See also Cukierman and Lippi
(2001).
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where the superscript d stands for discretion. Note that the equilibrium when the cen-

tral bank acts with discretion implies a positive average rate of inflation equal to alk.

This has no e¤ect on output because the private sector completely anticipates this

rate ðpe ¼ alkÞ. The size of the inflation bias is increasing in the distortion ðkÞ, the
e¤ect of a money surprise on output ðaÞ, and the weight the central bank places on its

output objective ðlÞ.8
If, for the moment, one ignores the random disturbances e and v, the equilibrium

with the quadratic loss function can be illustrated using figure 7.2. Equation (7.6) is

shown, for e ¼ 0, as the straight line OP (for optimal policy), giving the central

bank’s reaction function for its optimal inflation rate as a function of the public’s

expected rate of inflation. The slope of this line is a2l=ð1þ a2lÞ < 1, with intercept

alk=ð1þ a2lÞ > 0. An increase in the expected rate of inflation requires that the cen-

tral bank increase actual inflation by the same amount in order to achieve the same

output e¤ect, but because this action raises the cost associated with inflation, the cen-

tral bank finds it optimal to raise p by less than the increase in pe. Hence the slope is

less than 1. The positive intercept reflects the fact that if pe ¼ 0, the central bank’s

optimal policy is to set a positive rate of inflation. In equilibrium, expectations of

Figure 7.2
Equilibrium inflation under discretion (quadratic loss function).

8. In a model with monetary and fiscal policy authorities, Dixit and Lambertini (2002) showed that if fis-
cal policy is optimally designed to eliminate the distortions behind k, the central bank’s objective function
can be reduced to 1

2 lðy� ynÞ2 þ 1
2p

2. This would eliminate the average inflation bias.
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private agents must be consistent with the behavior of the central bank. In the ab-

sence of any random disturbances, this requires that pe ¼ p. Thus, equilibrium must

lie along the 45� line in figure 7.2.

An increase in k, the measure of the output distortion, shifts the OP line upward

and leads to a higher rate of inflation in equilibrium. An increase in a, the impact of

an inflation surprise on real output, has two e¤ects. First, it increases the slope of the

OP line; by increasing the output e¤ects of an inflation surprise, it raises the marginal

benefit to the central bank of more inflation. By increasing the impact of an inflation

surprise on output, however, a rise in a reduces the inflation surprise needed to move

output to yn þ k, and if l is large, the intercept of OP could actually fall. The net

e¤ect of a rise in a, however, is to raise the equilibrium inflation rate (see (7.7), which

shows that the equilibrium inflation rate when e ¼ 0 is alk, which is increasing in a).

The coe‰cient on e in (7.7) is negative; a positive supply shock leads to a reduc-

tion in money growth and inflation. This response acts to reduce the impact of e on

output (the coe‰cient on e in the output equation becomes 1=ð1þ a2lÞ, which is less

than 1). The larger the weight on output objectives ðlÞ, the smaller the impact of e on

output. In contrast, a central bank that places a larger relative weight on inflation

objectives (a small l) will stabilize output less.

Using (7.7), the loss function under discretion is

V d ¼ 1

2
l

1

1þ a2l

� �
eþ av� k

� �2
þ 1

2
alk � al

1þ a2l

� �
eþ v

� �2
: ð7:8Þ

The unconditional expectation of this loss is

E½V d � ¼ 1

2
lð1þ a2lÞk2 þ 1

2

l

1þ a2l

� �
s2
e þ ð1þ a2lÞs2

v

� �
; ð7:9Þ

where s2
x denotes the variance of x.

Now suppose that the central bank had been able to precommit to a policy rule

prior to the formation of private expectations. Because there is a role for stabilization

policy in the present case (i.e., the monetary authority would like to respond to the

supply shock e), the policy rule will not simply be a fixed growth rate for Dm, as

it was in the previous case when the central bank’s objective function was a linear

function of output. Instead, suppose the central bank is able to commit to a policy

rule of the form

Dmc ¼ b0 þ b1e:

In the present linear-quadratic framework, a linear rule such as this will be optimal.

Given this rule, pe ¼ b0. Now substituting this into the loss function gives
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V c ¼ 1

2
l½aðb1eþ vÞ þ e� k�2 þ 1

2
½b0 þ b1eþ v�2: ð7:10Þ

Under a commitment policy, the central bank commits itself to particular values of

the parameters b0 and b1 prior to the formation of expectations by the public and

prior to observing the particular realization of the shock e. Thus, b0 and b1 are

chosen to minimize the unconditional expectation of the loss function. Solving the

minimization problem, the optimal policy under precommitment is

Dmc ¼ � al

1þ a2l

� �
e: ð7:11Þ

Note that average inflation under precommitment will be zero ðb0 ¼ 0Þ, but the re-

sponse to the aggregate supply shock is the same as under discretion (see (7.7)). The

unconditional expectation of the loss function under precommitment is

E½V c� ¼ 1

2
lk2 þ 1

2

l

1þ a2l

� �
s2
e þ ð1þ a2lÞs2

v

� �
; ð7:12Þ

which is strictly less than the loss under discretion. Comparing (7.9) and (7.12), the

cost of discretion is equal to ðalkÞ2=2, which is simply the loss attributable to the

nonzero average rate of inflation.

The inflation bias that arises under discretion occurs for two reasons. First, the

central bank has an incentive to inflate once private sector expectations are set. Sec-

ond, the central bank is unable to precommit to a zero average inflation rate. To see

why it cannot commit, suppose the central bank announces that it will deliver zero

inflation. If the public believes the announced policy, and therefore pe ¼ 0, it is clear

from (7.5) or (7.6) that the optimal policy for the central bank to follow would in-

volve setting a positive average money growth rate, and the average inflation rate

would be positive. So the central bank’s announcement would not be believed in the

first place. The central bank cannot believably commit to a zero inflation policy be-

cause under such a policy (i.e., if p ¼ pe ¼ 0) the marginal cost of a little inflation is

q 1
2p

2=qp ¼ p ¼ 0, while the marginal benefit is al > 0 under the linear objective

function formulation or �a2lðp� peÞ þ alk ¼ alk > 0 under the quadratic formu-

lation. Because the marginal benefit exceeds the marginal cost, the central bank has

an incentive to break its commitment.

Society is clearly worse o¤ under the discretionary policy outcome because it expe-

riences positive average inflation with no systematic improvement in output perfor-

mance. This result fundamentally alters the long-running debate in economics over

rules versus discretion in the conduct of policy. Prior to Kydland and Prescott’s anal-

ysis of time inconsistency, economists had debated whether monetary policy should

be conducted according to a simple rule, such as Milton Friedman’s k percent
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growth rate rule for the nominal supply of money, or whether central banks should

have the flexibility to respond with discretion. With the question posed in this form,

the answer is clearly that discretion is better. After all, if following a simple rule is

optimal, under discretion one could always choose to follow such a rule. Thus, one

could do no worse under discretion, and one might do better. But as the Barro-

Gordon model illustrates, one might actually do worse under discretion. Restricting

the flexibility of monetary policy may result in a superior outcome. To see this, sup-

pose the central bank is forced (somehow) to set Dm ¼ 0. This avoids any average

inflation bias, but it also prevents the central bank from engaging in any stabilization

policy. With the loss function given by (7.2), the unconditional expected loss under

such a policy rule is 1
2 lðs2

e þ k2Þ þ 1
2 ð1þ a2lÞs2

v . If this is compared to the uncondi-

tional expected loss under discretion, E½V d �, given in (7.8), the zero money growth

rule will be preferred if

a2l2

1þ a2l

 !
s2
e < ðalkÞ2:

The left side measures the gains from stabilization policy under discretion; the right

side measures the cost of the inflation bias that arises under discretion. If the latter is

greater, expected loss is lower if the central bank is forced to follow a fixed money

growth rule.

By focusing on the strategic interaction of the central bank’s actions and the pub-

lic’s formation of expectations, the Barro-Gordon model provides a simple but rich

game-theoretic framework for studying monetary policy outcomes. The approach

emphasizes the importance of understanding the incentives faced by the central

bank in order to understand policy outcomes. It also helps to highlight the role of

credibility, illustrating why central bank promises to reduce inflation may not be

believed. The viewpoint provided by models of time inconsistency contrasts sharply

with the traditional analysis of policy outcomes as either exogenous or as determined

by a rule that implicitly assumes an ability to precommit.

A more formal treatment of the economic structure that could motivate the ad hoc

specifications provided by (7.1) or (7.2) and the aggregate supply function (7.3) is

contained in Albanesi, Chari, and Christiano (2003). They assumed imperfect com-

petition in the goods market and that a fraction of firms set prices before current pe-

riod information is revealed. The presence of sticky prices provides the central bank

with a means of a¤ecting aggregate output; imperfect competition implies average

output is ine‰ciently low, and this provides the central bank with an incentive to

boost output. In addition, Albanesi, Chari, and Christiano introduced the distinction

between cash and credit goods (see chapter 3). Cash goods can only be purchased

with money. As a consequence, the relative price of cash and credit goods depends

282 7 Discretionary Policy and Time Inconsistency



on the nominal rate of interest, and inflation alters household choice between these

two types of goods. The central bank faces a trade-o¤—higher inflation that was

not anticipated increases welfare by raising output, whereas higher expected inflation

lowers welfare by distorting the choice between cash and credit goods. Multiple equi-

libria can arise in this framework, leading to what Albanesi, Chari, and Christiano

described as expectational traps. If the public expects high inflation, the best policy

for the central bank is to validate those expectations.

7.3 Solutions to the Inflation Bias

Following Barro and Gordon (1983a), a large literature developed to examine alter-

native solutions to the inflationary bias under discretion.9 Because the central bank is

assumed to set the inflation rate so that the marginal cost of inflation (given expec-

tations) is equal to the marginal benefit, most solutions alter the basic model to raise

the marginal cost of inflation as perceived by the central bank. For example, the first

class of solutions incorporates notions of reputation into a repeated-game version

of the basic framework. Succumbing to the temptation to inflate today worsens the

central bank’s reputation for delivering low inflation; as a consequence, the public

expects more inflation in the future, and this lowers the expected value of the central

bank’s objective function. By punishing the central bank, the loss of reputation raises

the marginal cost of inflation.

The second class of solutions can also be interpreted in terms of the marginal cost

of inflation. Rather than viewing inflation as imposing a reputational cost on the cen-

tral bank, one could allow the central bank to have preferences that di¤er from those

of society at large so that the marginal cost of inflation as perceived by the central

bank is higher. One way to do this is simply to select as the policymaker an individ-

ual who places a larger-than-normal weight on achieving low inflation and then give

that individual the independence to conduct policy. Another way involves thinking

of the policymaker as an executive whose compensation package is structured so as

to raise the marginal cost of inflation. Or, if the inflation bias arises from political

pressures on the central bank, institutions might be designed to reduce the e¤ect of

the current government on the conduct of monetary policy.

Finally, a third class of solutions involves imposing limitations on the central

bank’s flexibility. The most common such restriction is a targeting rule that requires

the central bank to achieve a preset rate of inflation or imposes a cost related to devi-

ations from this target. An analysis of inflation targeting is important because many

9. See Persson and Tabellini (1990) for an in-depth discussion of much of this literature. Many of the most
important papers are collected in Persson and Tabellini (1994a).
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central banks have adopted inflation targeting as a framework for the conduct of

policy.10

Before considering these solutions, however, it is important to note that the tradi-

tion in the monetary policy literature has been to assume that the underlying cause of

the bias, the desire for economic expansions captured either by the presence of out-

put in the case of the linear objective function (7.1) or by the parameter k in the qua-

dratic loss function (7.2), is given. Clearly, policies that might eliminate the factors

that create a wedge between the economy’s equilibrium output and the central bank’s

desired level would lead to the first-best outcome in the Barro-Gordon model.

7.3.1 Reputation

One potential solution to an inflationary bias is to force the central bank to bear

some cost if it deviates from its announced policy of low inflation, thereby raising

the marginal cost of inflation as perceived by the central bank. One form such a

cost might take is a lost reputation. The central bank might, perhaps through its

past behavior, demonstrate that it will deliver zero inflation despite the apparent in-

centive to inflate. If the central bank then deviates from the low-inflation solution, its

credibility is lost and the public expects high inflation in the future. That is, the pub-

lic employs a trigger strategy. The folk theorem for infinite horizon repeated games

(Fudenberg and Maskin 1986) suggests that equilibria exist in which inflation re-

mains below the discretionary equilibrium level as long as the central bank’s discount

rate is not too high. Hence, as long as the central bank cares enough about the fu-

ture, a low-inflation equilibrium can be supported.

An alternative approach is to consider situations in which the public may be un-

certain about the true preferences of the central bank. In the resulting imperfect in-

formation game, the public’s expectations concerning inflation must be based on its

beliefs about the central bank’s preferences or type. Based on observed outcomes,

these beliefs evolve over time, and central banks may have incentives to a¤ect these

beliefs through their actions. A central bank willing to accept some inflation in return

for an economic expansion may still find it optimal initially to build a reputation as

an anti-inflation central bank.

A Repeated Game

The basic Barro-Gordon model is a one-shot game; even if the central bank’s objec-

tive is to maximize Et

P
i¼0 b

iUtþi, where Ut is defined by (7.1) and b is a discount

factor ð0 < b < 1Þ, nothing links time t decisions with future periods.11 Thus, the

10. More than 20 countries have adopted inflation targeting. For evaluations of inflation targeting, see
Mishkin and Schmidt-Hebbel (2002; 2007); Carare and Stone (2002); Batinit and Laxton (2007); and
Walsh (2009).

11. The same clearly applies to the case of a quadratic objective function of the form (7.2).
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inflation rate in each period tþ s is chosen to maximize the expected value of Utþs,

and the discretionary equilibrium of the one-shot game is a noncooperative Nash

equilibrium of the repeated game. Barro and Gordon (1983b) evaluated the role of

reputation by considering a repeated game in which the choice of inflation at time t

can a¤ect expectations about future inflation. They examined whether inflation rates

below the one-shot discretionary equilibrium rate can be sustained in a trigger strat-

egy equilibrium.

To illustrate their approach, suppose that the central bank’s objective is to maxi-

mize the expected present discounted value of (7.1) and that the public behaves in the

following manner. If in period t� 1 the central bank delivered an inflation rate equal

to what the public had expected (i.e., the central bank did not fool them in the previ-

ous period), the public expects an inflation rate in period t of p < al. But if the cen-

tral bank did fool them, the public expects the inflation rate that would arise under

pure discretion, al. The hypothesized behavior of the public is summarized by

pe
t ¼ p < al if pt�1 ¼ pe

t�1

pe
t ¼ al otherwise:

It is important to note that this trigger strategy involves a one-period punishment. If,

after deviating and inflating at a rate that di¤ers from p, the central bank can deliver

an inflation rate of al for one period, the public again expects the lower rate p.12

The central bank’s objective is to maximize

Xy
i¼0

b iEtðUtþiÞ;

where Ut is given by (7.1). Previously, the central bank’s actions at time t had no

e¤ects in any other period. Consequently, the problem simplified to a sequence of

one-period problems, a situation that is no longer true in this repeated game with

reputation. Inflation at time t a¤ects expectations at time tþ 1 and therefore the

expected value of Utþ1. The question is whether equilibria exist for inflation rates p

that are less than the outcome under pure discretion.

Suppose that the central bank has set ps ¼ p for all s < t. Under the hypothesis

about the public’s expectations, pe
t ¼ p. What can the central bank gain by deviating

from the p equilibrium? Ignoring any aggregate supply shocks (i.e., e1 0), assume

12. This type of one-period punishment strategy has little to commend itself in terms of plausibility. It
does, however, provide a useful starting point for analyzing a situation in which the central bank might
refrain from inflating at the discretionary rate because it recognizes that the public will subsequently expect
higher inflation.
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that the central bank controls inflation directly. Then setting inflation a little above p,

say at pt ¼ e > p, increases the time t value of the central bank’s objective function by

alðe� pÞ � 1

2
e2

� �
� � 1

2
p2

� �
¼ alðe� pÞ � 1

2
ðe2 � p2Þ:

This is maximized for e ¼ al, the inflation rate under discretion. So if the central

bank deviates, it will set inflation equal to al and gain

GðpÞ1 alðal� pÞ � 1

2
½ðalÞ2 � p2� ¼ 1

2
ðal� pÞ2 b 0:

Barro and Gordon referred to this as the temptation to cheat. The function GðpÞ is
shown as the dashed line in figure 7.3. It is non-negative for all p and reaches a min-

imum at p ¼ al.

Cheating carries a cost because, in the period following a deviation, the public will

punish the central bank by expecting an inflation rate of al. Since al maximizes the

central bank’s one-period objective function for any expected rate of inflation, the

central bank sets ptþ1 ¼ al. The subsequent loss, relative to the p inflation path, is

given by

CðpÞ1 b � 1

2
p2

� �
� b � 1

2
a2l2

� �
¼ b

2
½ðalÞ2 � p2�: ð7:13Þ

Figure 7.3
Temptation and enforcement.
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Since the loss occurs in period tþ 1, multiply it by the central bank’s discount factor

b. Barro and Gordon referred to this as the enforcement. The function CðpÞ is

decreasing for p > 0 and is shown as the solid line in figure 7.3.

The central bank will deviate from the proposed equilibrium if the gain (the temp-

tation) exceeds the loss (the enforcement). Any p such that CðpÞbGðpÞ can be sup-

ported as an equilibrium; with the loss exceeding the gain, the central bank has no

incentive to deviate. As shown in figure 7.3, CðpÞ < GðpÞ for inflation rates less

than pmin 1 ð1� bÞal=ð1þ bÞ < al. Because pmin > 0, the trigger strategy cannot

support the socially optimal, zero inflation outcome. However, any inflation rate in

the interval ½pmin; al� is sustainable. The minimum sustainable inflation rate pmin is

decreasing in b; the greater the weight the central bank places on the future, the

greater the enforcement mechanism provided by the public’s expectations and the

lower the inflation rate that can be sustained.13

This example is a simple illustration of a trigger strategy. The public expects one

rate of inflation (p in this example) as long as the central bank ‘‘behaves,’’ and it

expects a di¤erent, higher rate of inflation if the central bank misbehaves. But how

does the public coordinate on this trigger strategy? If the public is atomistic, each

member would take the expectations of others as given in forming its own expecta-

tions, and the notion of public coordination makes little sense. This problem is even

more severe when multiperiod punishment periods are considered, in which the pub-

lic expects high inflation for some fixed number of period greater than one. Again,

how is this expectation determined?

One way to solve the coordination problem is to assume that the central bank

plays a game against a monopoly union.14 With only one agent in the private sector

(the union), the issue of atomistic agents coordinating on a trigger strategy no longer

arises. Of course, the coordination problem has, in some sense, been solved by simply

assuming it away, but it is also the case that many countries do have labor markets

that are dominated by national unions and business organizations that negotiate over

wages.15

The general point, though, is that the reputational solution works because the loss

of reputation represents a cost to the central bank. Raising the marginal cost of infla-

tion lowers the equilibrium rate of inflation. If CðpÞ > GðpÞ, the central bank will

13. With the central bank’s objective given by (7.2), a zero inflation rate can be supported with a one-
period punishment trigger strategy of the type considered as long as the central bank places su‰cient
weight on the future. In particular, zero inflation is an equilibrium if b=ða2 þ bÞ > 1. See problem 10 at
the end of this chapter.

14. Tabellini (1988) studied the case of a monopoly union in the Barro-Gordon framework, although he
focused on imperfect information about the central bank’s type. See also Cubitt (1992).

15. al-Nowaihi and Levine (1994) provided an interpretation in terms of a game involving successive gov-
ernments rather than a monopoly union. See also Herrendorf and Lockwood (1997).
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not have an incentive to cheat, and inflation at the rate p can be supported. But sup-

pose the central bank does cheat. Will it be in the interests of a private sector that has

somehow coordinated on a trigger strategy to actually punish the central bank? If by

punishing the central bank the private sector also punishes itself, the threat to punish

may not be credible. If punishment is not credible, the central bank is not deterred

from cheating in the first place.

The credibility of trigger strategies in the context of the Barro-Gordon model (with

the utility function (7.1)) was examined by al-Nowaihi and Levine (1994). They con-

sidered the case of a single monopoly union and showed that if one requires that the

punishment hurt the central bank but not the private sector (i.e., consider only equi-

libria that are renegotiation-proof ), then the only equilibrium is the high-inflation

discretionary equilibrium. Thus, it would appear that trigger strategies will not sup-

port a low-inflation equilibrium.

Requiring that the punishment hurt only the central bank imposes strong restric-

tions on the possible equilibria. Adopting a weaker notion of renegotiation, al-

Nowaihi and Levine introduced the concept of chisel-proof credibility16 by asking, if

the central bank cheats just a little, will the public be better o¤ simply acquiescing, or

will it be better o¤ punishing? They show that the lowest inflation rate that can be

supported in a chisel-proof equilibrium is positive but less than the discretionary rate.

This discussion of trigger strategy equilibria assumed that the trigger was pulled

whenever inflation deviated from its optimal value. If inflation di¤ered from p, this

outcome revealed to the public that the central bank had cheated. But for such strat-

egies to work, the public must be able to determine whether the central bank cheated.

If inflation depends not just on the central bank’s policy but also on the outcome of a

random disturbance, as in (7.4), then the trigger strategy must be based directly on

the central bank’s policy instrument rather than on the realized rate of inflation. Sim-

ply observing the actual rate of inflation may only reveal the net e¤ects of both the

central bank’s policy actions and the realizations of a variety of random e¤ects that

influence the inflation rate.

This consequence raises a di‰culty, one first analyzed by Canzoneri (1985). Sup-

pose that inflation is given by p ¼ Dmþ v. In addition, suppose that the central

bank has a private, unverifiable forecast of v—call it v f —and that Dm can be set

conditional on v f . Reputational equilibria will now be harder to sustain. Recall that

the trigger strategy equilibrium required that the public punish the central bank

whenever the central bank deviated from the low-inflation policy. In the absence of

private information, the public can always determine whether the central bank devi-

ated by simply looking at the value of Dm. When the central bank has private infor-

16. See also Herrendorf (1995).
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mation on the velocity shock, it should adjust Dm to o¤set v f . So if the central bank

forecasts a negative v, it should raise Dm: Simply observing ex post a high value of

Dm, therefore, will not allow the public to determine if the central bank cheated; the

central bank can always claim that v f was negative and that it had not cheated.17

Canzoneri showed that a trigger strategy equilibrium can be constructed in which

the public assumes that the central bank cheated whenever the implicit forecast error

of the central bank is too large. That is, a policy designed to achieve a zero rate of

inflation would call for setting Dm ¼ �v f , and this might involve a positive rate of

money growth. Whenever money growth is too high, that is, whenever Dm > �v for

some v, the public assumes that the central bank has cheated. The public then expects

high inflation in the subsequent period; high expected inflation punishes the central

bank. The constant v is chosen to ensure that the central bank has no incentive to

deviate from the zero inflation policy. This equilibrium leads to a situation in which

there are occasional periods of inflation; whenever the central bank’s forecast for the

random variable v takes on a value such that Dm ¼ �v f > �v, expected inflation

(and actual inflation) rises. One solution to this problem may involve making policy

more transparent by establishing targets that allow deviations to be clearly observed

by the public. Herrendorf (1999), for example, argued that a fixed exchange rate pol-

icy may contribute to credibility because any deviation is immediately apparent. This

solves the Canzoneri problem; the public does not need to verify the central bank’s

private information about velocity. If the central bank has private information on

the economy that would call, under the optimal commitment policy, for a change in

the exchange rate, a fixed exchange rate regime will limit the flexibility of the central

bank to act on this information. Changing the exchange rate would signal to the

public that the central bank was attempting to cheat. As a result, a trade-o¤ between

credibility and flexibility in conducting stabilization policy can arise.

The basic model of time inconsistency under discretion characterized the equilib-

rium in terms of a sequence of single-period equilibria that depended only on the cur-

rent state. In particular, the actions by the private sector in forming expectations did

not depend on the past history of policy actions. Chari and Kehoe (1990) introduced

the notion of sustainable plans under discretion, where a sustainable plan is a policy

that is optimal from the perspective of the policymaker when the impact of the policy

on future histories, and the impact of these histories on future private sector deci-

sions, is taken into account. To characterize the set of possible equilibria that are sus-

tainable, Chari and Kehoe followed Abreu (1988) in finding the worst sustainable

17. Herrendorf (1999) considered situations in which v has a bounded support ½v; v�. If the optimal com-
mitment policy is Dm ¼ 0, then as long as va pa v, the public cannot tell whether the central bank
cheated. However, if p > v, the public knows the central bank cheated. Thus, the probability of detection
is Probðv > v�mÞ.
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outcome. In the simple Barro-Gordon model, this worst outcome is the one with

the average inflation bias that led, in the case of a quadratic loss function, to the

expected loss given in (7.9). Ireland (1997a) applied the concept of sustainable equi-

librium to study the Barro-Gordon average inflation bias in a well-specified model

that allows policies to be ranked according to their implications for the welfare of

the representative agent.18 He showed that if the policymaker places a su‰ciently

large weight on future outcomes, any inflation rate between a deflation associated

with the Friedman rule (a zero nominal rate of interest) and the rate that arises under

discretion can be sustained as an equilibrium.

Central Bank Types

In Canzoneri (1985), the central bank has private information about the economy in

the form of an unverifiable forecast of an economic disturbance. The public doesn’t

know what the central bank knows about the economy, and more important, the

public cannot ex post verify the central bank’s information. An alternative aspect of

asymmetric information involves situations in which the public is uncertain about the

central bank’s true preferences. Backus and Dri‰ll (1985); Barro (1986); Cukierman

and Meltzer (1986); Vickers (1986); Tabellini (1988); T. Andersen (1989); Mino and

Tsutsui (1990); Cukierman and Liviatan (1991); Cukierman (1992); Garcia de Paso

(1993); Drazen and Masson (1994); Ball (1995); Herrendorf (1999); al-Nowaihi and

Levine (1996); Briault, Haldane, and King (1996); Nolan and Schaling (1996); and

Walsh (2000), among others, studied models in which the public is uncertain about

the central bank’s type, usually identified either as its preference between output and

inflation stabilization or as its ability to commit. In these models, the public must at-

tempt to infer the central bank’s type from its policy actions, and equilibria in which

central banks may deviate from one-shot optimal policies in order to develop reputa-

tions have been studied (for a survey, see Rogo¤ 1989). In choosing its actions, a cen-

tral bank must take into account the uncertainty faced by the public, and it may be

advantageous for one type of bank to mimic the other type to conceal (possibly only

temporarily) its true type from the public.

In one of the earliest reputational models of monetary policy, Backus and Dri‰ll

(1985) assumed that governments (or central banks) come in two types: optimizers

who always act to maximize the expected present discounted value of a utility func-

tion of the form (7.1) and single-minded inflation fighters who always pursue a policy

of zero inflation. Alternatively, the inflation fighter types can be described as having

access to a precommitment technology. The government in o‰ce knows which type

it is, but this information is unverifiable by the public. Simply announcing it is a zero

18. Kurozumi (2008) examined optimal sustainable monetary policies within the context of a new Keynes-
ian model in which discretionary generates a bias in stabilization policy.
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inflation government would not be credible because the public realizes that an opti-

mizing central bank would also announce that it is a strict inflation fighter to induce

the public to expect low inflation.19

Initially, the public is assumed to have prior beliefs about the current government’s

type (where these beliefs come from is unspecified, and therefore there will be multi-

ple equilibria, one for each set of initial beliefs). If the government is actually an opti-

mizer and ever chooses to inflate, its identity is revealed, and from then on the public

expects the equilibrium inflation rate under discretion. To avoid this outcome, the

optimizing government may have an incentive to conceal its true identity by mimick-

ing the zero inflation type, at least for a while. Equilibrium may involve pooling, in

which both types behave the same way. In a finite-period game, the optimizer will

always inflate in the last period because there is no future gain from further attempts

at concealment.

Backus and Dri‰ll solved for the equilibrium in their model by employing the

concept of a sequential equilibrium (Kreps and Wilson 1982) for a finitely repeated

game. Let pd
t equal the inflation rate for period t set by a zero inflation (a ‘‘dry’’)

government, and let pw
t be the rate set by an optimizing (a ‘‘wet’’) government. Start

in the final period T . The zero inflation type always sets pd
T ¼ 0, and the optimizing

type always inflates in the last period at the discretionary rate pw
T ¼ al. With no fur-

ther value in investing in a reputation, a wet government just chooses the optimal in-

flation rate derived from the one-period Barro-Gordon model analyzed earlier.

In periods prior to T , however, the government’s policy choice a¤ects its future

reputation, and it may therefore benefit a wet government to choose a zero rate of

inflation in order to build a reputation as a dry government. Thus, equilibrium may

consist of an initial series of periods in which the wet government mimics the dry

government, and inflation is zero. For suitable values of the parameters, the sequen-

tial equilibrium concept that Backus and Dri‰ll employed also leads to mixed strat-

egies in which the wet government inflates with some probability. So the wet

government randomizes; if the outcome calls for it to inflate, the government is

revealed as wet, and from then on, inflation is equal to al. If it doesn’t inflate, the

public updates its beliefs about the government’s type using Bayes’s rule.

Ball (1995) developed a model of inflation persistence based on the same notion of

central bank types used by Backus and Dri‰ll (1985) and Barro (1986). That is, one

type, type D, always sets inflation equal to zero, whereas type W acts opportunisti-

cally to minimize the expected discounted value of a quadratic loss function of the

form

19. Vickers (1986) assumed that the types di¤er with respect to the weight placed on inflation in the loss
function. In Tabellini (1988) the ‘‘tough’’ type has l ¼ 0 (i.e., no weight on output), while the ‘‘weak’’ type
is characterized by a l > 0. Cukierman and Liviatan (1991) assumed that the types di¤er in their ability to
commit.
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LW ¼
Xy
i¼0

b i½lðytþi � yn � kÞ2 þ p2
tþi�; ð7:14Þ

where 0 < b < 1. To account for shifts in policy, Ball assumed that the central bank

type follows a Markov process. If the central bank is of type D in period t, then the

probability that the central bank is still type D in period tþ 1 is d; the probability

that the bank switches to type W in tþ 1 is 1� d. Similarly, if the period t central

bank is type W , then the tþ 1 central bank is type W with probability w and type

D with probability 1� w.

The specification of the economy is standard, with output a function of inflation

surprises and an aggregate supply shock:

yt ¼ yn þ aðpt � pe
t Þ þ et: ð7:15Þ

To capture the idea that economies are subject to occasional discrete supply shocks,

Ball assumed that e takes on only two possible values: 0 with probability 1� q and

e < 0 with probability q. If shifts in policy and supply shocks are infrequent, then

1� d, 1� w, and q are all small.

The timing in this game has the public forming expectations of inflation; then the

supply shock and the central bank type are determined. It is assumed that the real-

ization of e but not of the central bank type is observable. Finally, the central bank

sets p. In this game, there are many possible equilibria, depending on how the public

is assumed to form its expectations about the central bank type. Ball considered a

perfect Nash equilibrium concept in which actions depend only on variables that di-

rectly a¤ect current payo¤s. Such equilibria are Markov perfect equilibria (Maskin

and Tirole 1988) and rule out the types of trigger strategy equilibria considered, for

example, by Barro (1986).20 Ball then showed that such an equilibrium exists and

involves the W type setting p ¼ 0 as long as e ¼ 0; if e ¼ e, the W type inflates at

the discretionary rate. Since this reveals the identify of the central bank (i.e., as a

type W ), inflation remains at the discretionary rate alk until such time as a type D

central bank takes over. At this point, inflation drops to zero, remaining there until a

bad supply shock is again realized.21

This outcome predicts periodic and persistent bouts of inflation in response to ad-

verse economic disturbances. This prediction for inflation appears to provide a good

20. In the trigger strategy equilibria, current actions depend on pt�1 even though payo¤s do not depend
directly on lagged inflation.

21. For this to be an equilibrium, the discount factor must be large but not too large. As in standard rep-
utational models, the type W central bank must place enough weight on the future to be willing to mimic
the type D in order to develop a reputation for low inflation. However, if the future receives too much
weight, the type W will be unwilling to separate, that is, inflate, when the bad shock occurs. See Ball
(1995).
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representation of actual inflation experiences, at least in the developed economies

over the past 40 years.

One undesirable aspect of the Backus-Dri‰ll framework is its assumption that one

government, the dry government, is simply an automaton, always playing zero infla-

tion. While serving a useful purpose in allowing one to characterize how beliefs

about type might a¤ect the reputation and behavior of a government that would oth-

erwise like to inflate, the myopic behavior of the dry government is unsatisfactory;

such a government might also wish to signal its type to the public or otherwise at-

tempt to di¤erentiate itself from a wet type.

One way a dry government might distinguish itself would be to announce a

planned or target rate of inflation and then build credibility by actually delivering

on its promises. In the Backus-Dri‰ll model, the dry government could be thought

of as always announcing a zero target for inflation, but as Cukierman and Liviatan

(1991) noted, even central banks that seem committed to low inflation often set pos-

itive inflation targets, and they do so in part because low inflation is not perfectly

credible. That is, if the public expects a positive rate of inflation because the cen-

tral bank’s true intentions are unknown, then even a dry central bank may feel the

need to partially accommodate these expectations. Doing otherwise would produce

a recession.

To model this type of situation, Cukierman and Liviatan assumed that there are

two potential government or central bank types, D and W , that di¤er in their ability

to commit. Type D commits to its announced policy; type W cannot precommit. In

contrast to Backus and Dri‰ll, Cukierman and Liviatan allowed their central banks

to make announcements, and the D type is not simply constrained always to main-

tain a zero rate of inflation. If the public assigns some prior probability to the central

bank’s being type W , type D’s announcement will not be fully credible. As a result, a

type D central bank may find it optimal to announce a positive rate of inflation.

To show the e¤ect on inflation of the public’s uncertainty about the type of central

bank in o‰ce, the basic points can be illustrated within the context of a two-period

model. To determine the equilibrium behavior of inflation, one needs to solve the

model backward by first considering the equilibrium during the last period.

Assume that both central bank types share a utility function that is linear in output

and quadratic in inflation, as given by (7.1). With utility linear in output, stabiliza-

tion will not play a role, so let output be given by (7.3) with e1 0. In the second

period, reputation has no further value, so the type W central bank will simply set

inflation at the optimal discretionary rate al. To determine D 0s strategy, however,

one needs to consider whether the equilibrium will be a separating, pooling, or

mixed-strategy equilibrium. In a separating equilibrium, the behavior of the central

bank during the first period reveals its identity; in a pooling equilibrium, both types

behave the same way during the first period, so the public will remain uncertain as to
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the true identity of the bank. A mixed-strategy equilibrium would involve type W

mimicking type D, with a positive probability less than 1.

Since a separating equilibrium is a bit simpler to construct, that case is considered

first. With first-period behavior revealing the bank’s type, the public in period 2

knows the identity of the central bank. Since type D is able to commit, its optimal

policy is to announce a zero rate of inflation for period 2. The public, knowing that

a type D is truthful, expects a zero inflation rate, and in equilibrium pD
2 ¼ 0.

In the first period of a separating equilibrium, the public is uncertain about the

type of central bank actually in power. Suppose the public assigns an initial probabil-

ity q to the central bank being type D. In a separating equilibrium in which the W

type reveals itself by inflating at a rate that di¤ers from the announced rate, the

type W will choose to inflate at the rate al because this value maximizes its utility

function.22 So if the type D announces pa, then the public will expect an inflation

rate of pe
1 ¼ qpa þ ð1� qÞal.23 The last step to fully characterize the separating

equilibrium is to determine the optimal announcement (since the D type actually

inflates at the announced rate and the W type inflates at the rate al).

If future utility is discounted at the rate b, the utility of the type D central bank is

given by

UD
sep ¼ lðy1 � ynÞ � 1

2
p2
1 þ b lðy2 � ynÞ � 1

2
p2
2

� �

¼ alðp1 � pe
1Þ �

1

2
p2
1 ;

since, in period 2, y2 ¼ yn and pD
2 ¼ 0. The type D picks first-period inflation subject

to p1 ¼ pa and pe
1 ¼ qpa þ ð1� qÞal. This yields

pD
1 ¼ ð1� qÞala al:

The role of credibility is clearly illustrated in this result. If the central bank were

known to be of type D, that is, if q ¼ 1, it could announce and deliver a zero rate of

inflation. The possibility that the central bank might be of type W , however, forces

the D type to actually announce and deliver a positive rate of inflation. The public’s

uncertainty leads it to expect a positive rate of inflation; the type D central bank

could announce and deliver a zero rate of inflation, but doing so would create a re-

cession whose cost outweighs the gain from a lower inflation rate.

22. Recall that with the utility function (7.1), the central bank’s optimal period 1 inflation rate is indepen-
dent of the expected rate of inflation.

23. The W type will also announce the same inflation rate as the type D because doing otherwise would
immediately raise the public’s expectations about first-period inflation and lower type W 0s utility.
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To summarize, in a separating equilibrium, the type W inflates at the rate al in

each period, and the type D inflates at the rate ð1� qÞal during the first period

and zero during the second period. Since expected inflation in the first period is

qð1� qÞalþ ð1� qÞal ¼ ð1� q2Þal, which is less than al but greater than

ð1� qÞal, output is above yn if the central bank is actually type W and below yn if

the bank is type D.

What happens in a pooling equilibrium? A pooling equilibrium requires that the

W type not only make the same first-period announcement as the D type but also

that it pick the same actual inflation rate in period 1 (otherwise, it would reveal it-

self ). In this case, the D type faces period 2 expectations pe
2 ¼ qpa

2 þ ð1� qÞal.24
Since this is just like the problem analyzed for the first period of the separating equi-

librium, pD
2 ¼ pa

2 ¼ ð1� qÞal > 0. The type D inflates at a positive rate in period 2,

since its announcement lacks complete credibility. In the first period of a pooling

equilibrium, however, things are di¤erent. In a pooling equilibrium, the D type

knows that the W type will mimic whatever the D type does. And the public knows

this also, so both types will inflate at the announced rate of inflation and pe
1 ¼ pa

1 . In

this case, with the announcement fully credible, the D type will announce and deliver

p1 ¼ 0.

To summarize, in the pooling equilibrium, inflation will equal zero in period 1 and

either ð1� qÞal or al in period 2, depending on which type is actually in o‰ce. In

the separating equilibrium, inflation will equal ð1� qÞal in period 1 and zero in

period 2 if the central bank is of type D, and al in both periods if the central bank

is of type W .

Which equilibrium will occur? If the type W separates by inflating at the rate al

during period 1, its utility will be al½al� ð1� q2Þal� � 1
2 ðalÞ2 � b 1

2 ðalÞ2, or

UW
sep ¼ ðalÞ2 q2 � 1

2
ð1þ bÞ

� �
:

If the type W deviates from the separating equilibrium and mimics type D by only

inflating at the rate ð1� qÞal during period 1, it will achieve a utility payo¤ of

al½ð1� qÞal� ð1� q2Þal� � 1
2 ½ð1� qÞal�2 þ balðal� 0Þ � b 1

2 ðalÞ2, or

UW
m ¼ 1

2
ðalÞ2ðq2 � 1þ bÞ;

24. In the pooling equilibrium, first-period outcomes do not reveal any information about the identity of
the central bank type, so the public continues to assess the probability of a type D as equal to q. This
would not be the case if the equilibrium involved the W type following a mixed strategy in which it inflates
in period 1 with probability p < 1. In a sequential Bayesian equilibrium, the public updates the probability
of a D type on the basis of the period 1 outcomes using Bayes’s rule.
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because mimicking fools the public into expecting zero inflation in period 2. Type W

will separate if and only if UW
sep > UW

m , which occurs when

b < q2=21 b: ð7:16Þ
Thus, the separating equilibrium occurs if the public places a high initial probability

on the central bank’s being type D (q is large). In this case, the type D is able to set a

low first-period rate of inflation and the W type does not find it worthwhile to mimic.

Only if the type W places a large weight on being able to engineer a surprise infla-

tion in period 2 (i.e., b is large) would deviating from the separating equilibrium be

profitable.25

Suppose bb b; will pooling emerge? Not necessarily. If the type W pools, its util-

ity payo¤ will be

al½0� � 1

2
½0�2 þ bal½al� pe

2 � � b
1

2
ðalÞ2

or, since pe
2 ¼ qpa

2 þ ð1� qÞal ¼ ð1� q2Þal,

UW
p ¼ bðalÞ2 q2 � 1

2

� �
:

If the type W deviates from the pooling equilibrium, it will generate an output

expansion in period 1, but by revealing its identity, period 2 inflation is fully antici-

pated and output equals yn. Thus, deviating gives the type W a payo¤ of al½al� �
1
2 ½al�2 þ bal½0� � b 1

2 ½al�2, or

UW
dev ¼

1

2
ðalÞ2ð1� bÞ:

By comparing the incentive for W to deviate from a pooling equilibrium, the pooling

outcome is an equilibrium whenever

b >
1

2q2
1 b ð7:17Þ

since in this case UW
p > UW

dev. If b is large enough, meaning b > 1=ð2q2Þ, type W

places enough weight on the future that it is willing to forgo the temptation to inflate

immediately, and zero inflation is the equilibrium in period 1. Of course, in period 2,

25. Walsh (2000) showed that a separating equilibrium is less likely if inflation is determined by the type of
forward-looking new Keynesian Phillips curves discussed in chapter 6. When current inflation depends on
expected future inflation, a type W whose identity is revealed in the the first period su¤ers an immediate
rise in inflation as expected future inflation rises.
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there is no further value in maintaining a reputation, so type W inflates at the rate

al. Equation (7.17) shows that the critical cuto¤ value for b depends on q, the prior

probability the public assigns to a type D setting policy. A larger q makes pooling an

equilibrium for more values of b, so that even less patient type W banks will find it

advantageous to not deviate from the pooling equilibrium. If q is large, then the pub-

lic thinks it likely that the central bank is a type D. This leads them to expect low

inflation in period 2, so the output gains of inflating at the rate al will be large. By

pooling during period 1, a type W can then benefit from causing a large expansion in

period 2: If the type W deviates and reveals its type during period 1, the first-period

output gain is independent of q.26 So a rise in q leaves the period 1 advantage of

deviating unchanged while increasing the gain from waiting until period 2 to inflate.

Comparing (7.16) and (7.17) shows that b < b, so there will be a range of values

for the discount factor for which neither the separating nor the pooling outcomes will

be an equilibrium. For b in this range, there will be mixed-strategy equilibria (see

Cukierman and Liviatan 1991).

This model reveals how public uncertainty about the intentions of the central bank

a¤ects the equilibrium inflation rate. In both the separating equilibrium and the

mixed-strategy equilibrium, the type D central bank inflates in the first period even

though it is (by assumption) capable of commitment and always delivers on its

announcements.

The formulation of Cukierman and Liviatan provides a nice illustration of the role

that announcements can play in influencing the conduct of policy. It also illustrates

why central banks might be required to make announcements about their inflation

plans. The type D central bank is clearly better o¤ making announcements; as long

as q > 0, making an announcement allows the type D to influence expectations and

reduce the first-period inflation rate (this occurs in the separating and pooling equi-

libria and also in mixed-strategy equilibria). Even when there may be incentives to

manipulate announcements, they can serve to constrain the subsequent conduct of

policy. They may also convey information about the economy if the central bank

has private and unverifiable information such as its own internal forecast of eco-

nomic conditions.27

7.3.2 Preferences

An alternative approach to solving the inflationary bias of discretion focuses

directly on the preferences of the central bank. This branch of the literature has

closer connections with the extensive empirical work that has found, at least for the

26. This is because expected inflation equals zero during the first period of a pooling equilibrium. Conse-
quently, the output expansion of inflating at the rate al is aðal� 0Þ ¼ a2l, which is independent of q.

27. See Persson and Tabellini (1993); Muscatelli (1999); and Walsh (1999).
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industrialized economies, that average inflation rates across countries are negatively

correlated with measures of the degree to which a central bank is independent of the

political authorities.28 If the central bank is independent, then one can begin to think

of the preferences of the central bank as di¤ering from those of the elected govern-

ment. And if they can di¤er, then one can ask how they might di¤er and how the

government, through its appointment process, might influence the preferences of the

central bank(er).

Rogo¤ (1985b) was the first to analyze explicitly the issue of the optimal prefer-

ences of the central banker.29 He did so in terms of the relative weight the central

banker places on the inflation objective. In the objective function (7.2), l measures

the weight on output relative to a weight normalized to 1 on inflation objectives.

Rogo¤ concluded that the government should appoint as central banker someone

who places greater relative weight on the inflation objective than does society (the

government) as a whole. That is, the central banker should have preferences that

are of the form given by (7.2) but with a weight on inflation of 1þ d > 1. Rogo¤

characterized such a central banker as more conservative than society as a whole.

This is usefully described as weight conservatism (Svensson 1997b) because there are

other interpretations of conservatism; for example, the central bank might have a

target inflation rate that is lower than that of the government. In most of the litera-

ture, however, conservative is interpreted in terms of the weight placed on inflation

objectives relative to output objectives.

The intuition behind Rogo¤ ’s result is easily understood by referring to (7.7),

which showed the inflation rate under discretion for the quadratic loss function (7.2).

If the central banker conducting monetary policy has a loss function that di¤ers from

(7.2) only by placing weight 1þ d on inflation rather than 1, then inflation under dis-

cretion will equal

pdðdÞ ¼ Dmþ v ¼ alk

1þ d
� al

1þ dþ a2l

� �
eþ v: ð7:18Þ

The equilibrium inflation rate is a function d. Two e¤ects are at work. First, the av-

erage inflation bias is reduced, since 1þ d > 1. This tends to reduce the social loss

function (the loss function with weight 1 on inflation and l on output). But the coef-

28. The empirical literature on central bank independence and inflation and other macroeconomic out-
comes is large. See Cukierman (1998) for an excellent treatment. I surveyed this literature in previous
editions (see section 8.5 of the second edition). That material is now available at hhttp://people.ucsc.edu/
~walshc/mtp3e/i.

29. Interestingly, Barro and Gordon recognized that outcomes could be improved under discretion by dis-
torting the central banker’s preferences so that ‘‘there is a divergence in preferences between the principal
(society) and its agent (the policymaker)’’ (Barro and Gordon 1983a, 607, n. 19). This insight is also rele-
vant for the contracting approach (see section 7.3.3).
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ficient on the aggregate supply shock is also reduced; stabilization policy is distorted,

and the central bank responds too little to e. As a consequence, output fluctuates

more than is socially optimal in response to supply shocks. The first e¤ect (lower av-

erage inflation) makes it optimal to appoint a central banker who places more weight

on inflation than does society; this is usually interpreted to mean that society should

appoint a conservative to head the central bank. But the second e¤ect (less output

stabilization) limits how conservative the central banker should be.

Using (7.18), one can evaluate the government’s loss function V as a function of d.

By then minimizing the government’s expected loss function with respect to d, one

can find the optimal preferences for a central banker. The expected value of the gov-

ernment’s objective function is

E½V � ¼ 1

2
Eðlfa½pdðdÞ � pe� þ e� kg2 þ ½pdðdÞ�2Þ

¼ 1

2
lk2 þ l

1þ d

1þ dþ a2l

� �2
s2
e þ a2ls2

v

" #

þ 1

2

alk

1þ d

� �2
þ al

1þ dþ a2l

� �2
s2
e þ s2

v

" #
;

where (7.18) is used to replace pe with alk=ð1þ dÞ under the assumption that the

public knows d when forming its expectations. Minimizing this expression with re-

spect to d yields, after some manipulation, the following condition that must be sat-

isfied by the optimal value of d:

d ¼ k2

s2
e

 !
1þ dþ a2l

1þ d

� �3
1 gðdÞ: ð7:19Þ

The function gðdÞ is shown in figure 7.4.30 Equation (7.19) is satisfied where gðdÞ
crosses the 45� line. Since gð0Þ > 0 and limd!y gðdÞ ¼ k2=s2

e > 0, the intersection al-

ways occurs in the range d A ð0;y�; given the trade-o¤ between distorting the re-

sponse of policy to aggregate supply shocks and reducing the average inflation bias,

it is always optimal to appoint a central banker who places more weight ðd > 0Þ on
inflation objectives than the government itself does.

Rogo¤’s solution is often characterized as involving the appointment of a conser-

vative to head an independent central bank. The concept of independence means that,

30. See Eij‰nger, Hoeberichts, and Schaling (1995) for a discussion of this graphical representation of the
determinants of the optimal degree of conservatism. Eij‰nger and Schaling (1995) extended the framework
to an open-economy context.
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once appointed, the central banker is able to set policy without interference or re-

striction and will do so to minimize his own assessment of social costs. Thus, the in-

flation bias problem is solved partly through delegation; the government delegates

responsibility for monetary policy to an independent central bank. The benefit of

this independence is lower average inflation; the cost depends on the realization of

the aggregate supply shock. If shocks are small, the gain in terms of low inflation

clearly dominates the distortion in stabilization policy; if shocks are large, the

costs associated with the stabilization distortion can dominate the gain from low

inflation.31

Lohmann (1992) showed that the government can do even better if it appoints a

weight-conservative central banker but limits the central bank’s independence. If the

aggregate supply shock turns out to be too large, the government overrides the cen-

tral banker, where the critical size determining what is too large is determined endo-

genously as a function of the costs of overriding. The knowledge that the government

can override also a¤ects the way the central banker responds to shocks that are less

than the threshold level that triggers an override. By responding more actively to

large shocks, the central banker is able to extend the range of shocks over which she

maintains independence.

Figure 7.4
Optimal degree of conservatism.

31. Since society is better o¤ appointing a conservative, the expected gain from low inflation exceeds the
expected stabilization cost, however.
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Rogo¤’s solution highlights a trade-o¤; one can reduce the bias but only at the

cost of distorting stabilization policy. One implication is that countries with central

banks that place a high weight on inflation objectives should have, on average, lower

inflation, but they should also experience greater output variance. The variance of

output is equal to

1þ d

1þ dþ a2l

� �2
s2
e þ a2s2

v ;

and this is increasing in d. Highly independent central banks are presumed to place

more weight on achieving low inflation, and a large literature has investigated the

finding that measures of central bank independence are negatively correlated with

average inflation, at least for the industrialized economies (see Cukierman 1992; Eijf-

finger and de Haan 1996). Alesina and Summers (1993) showed, however, that such

measures do not appear to be correlated with the variance of real output. This runs

counter to the implications of the Rogo¤ model.

Solving the inflationary bias of discretionary policy through the appointment of a

conservative central banker raises several issues. First, how does the government

identify the preference parameter d? Second, how does it commit to a d? Once expec-

tations are set, the government has an incentive to fire the conservative central

banker and appoint a replacement who shares the government’s preferences. Finally,

the focus on preferences, as opposed to incentives, clouds the model’s implications

for institutional structure and design. Should institutions be designed to generate ap-

propriate incentives for policymakers? Or does good policy simply require putting

the right people in charge?

7.3.3 Contracts

The problems that occur under discretion arise because central banks respond opti-

mally to the incentive structure they face, but the incentives are wrong. This per-

spective suggests that rather than relying on the central bank having the right

preferences, one might try to a¤ect the incentives the central bank faces. But this

requires first determining what incentives central banks should face.

The appropriate perspective for addressing such issues is provided by the principal

agent literature.32 A key insight that motivated the large literature on the analysis of

the time inconsistency of optimal plans was the recognition that central banks re-

spond to the incentives they face. These incentives may be shaped by the institutional

structure within which policy is conducted. For example, as has been noted, Lohmann

showed how policy is a¤ected when the central banker knows that the government

32. This section draws heavily on Walsh (1995c). See also Persson and Tabellini (1993) and Waller (1995).

7.3 Solutions to the Inflation Bias 301



will override if the economy is subject to a disturbance that is too large. Rogo¤

(1985b, 1180) argued that targeting rules might be enforced by making the monetary

authority’s budget depend on adherence to the rule. In a similar vein, Garfinkel and

Oh (1993) suggested that a targeting rule might be enforced by legislation punishing

the monetary authority if it fails to achieve the target. Such institutional aspects of

the central bank’s structure and its relationship with the government can be thought

of as representing a contract between the government and the monetary authority.

The conduct of monetary policy is then a¤ected by the contract the government

o¤ers to the central bank.

The government’s (or perhaps society’s) problem can be viewed as that of design-

ing an optimal incentive structure for the central bank. Following Walsh (1995c), the

most convenient way to determine an optimal incentive structure is to assume that

the government can o¤er the head of the central bank a state-contingent wage con-

tract. Such a contract allows one to derive explicitly the manner in which the bank’s

incentives should depend on the state of the economy. While there are numerous rea-

sons to question the e¤ectiveness and implementability of such employment contracts

in the context of monetary policy determination, a (possibly) state-contingent wage

contract for the central banker represents a useful fiction for deriving the optimal in-

centive structure with which the central bank should be faced and provides a conve-

nient starting point for the analysis of optimal central bank incentives.33

The basic structure of the model is identical to that used earlier, consisting of an

aggregate supply relationship given by (7.3), a link between money growth and infla-

tion given by (7.4), and an objective function that depends on output fluctuations

and inflation variability, as in (7.2). The private sector’s expectations are assumed to

be determined prior to the central bank’s choice of a growth rate for the nominal

money supply. Thus, in setting Dm, the central bank will take pe as given. Assume

that the central bank can observe the supply shock e prior to setting Dm because

this will generate a role for stabilization policy. The disturbance v in the link between

money growth and inflation is realized after the central bank sets Dm. Finally, as-

sume that e and v are uncorrelated.

Monetary policy is conducted by an independent central bank that shares the gov-

ernment’s preferences, V , but that also receives a monetary transfer payment from

the government. This payment can be thought of either as the direct income of the

central banker or as the budget of the central bank. Or the transfer payment can be

viewed more broadly as reflecting legislated performance objectives for the central

bank. Let t represent the transfer to the central bank, and assume that the central

bank’s utility is given by

33. Walsh (2002) demonstrated that a dismissal rule can, in some circumstances, substitute for a state-
contingent wage contract in a¤ecting the central bank’s incentives.
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U ¼ t� V :

That is, the central bank cares about both the transfer it receives and the social

loss generated by inflation and output fluctuations. The central bank sets Dm to max-

imize the expected value of U, conditional on the realization of e. The problem faced

by the government (the principal) is to design a transfer function t that induces the

central bank to choose Dm ¼ DmcðeÞ, where Dmc is the socially optimal commit-

ment policy. As already noted, the optimal commitment policy in this framework is

DmcðeÞ ¼ �ale=ð1þ a2lÞ (see (7.11)).
If the government can verify e ex post, there are clearly many contracts that would

achieve the desired result. For example, any contract that imposes a large penalty on

the central bank if Dm deviates from Dmc will ensure that Dmc is chosen. However,

the di‰culty of determining both the possible states of nature ex ante and the actual

realization of shocks ex post makes such contracts infeasible. This task is particularly

di‰cult if the central bank must respond to a forecast of e, since its internal forecast

might be di‰cult to verify ex post, leading to the problems of private information

highlighted by Canzoneri’s (1985) analysis. Therefore, consider a transfer function

tðpÞ that makes the government’s payment to the central bank contingent on the

observed rate of inflation. The transfer function implements the optimal policy

pcðeÞ ¼ DmcðeÞ þ v if pc maximizes Ecb½tðpðeÞÞ � V � for all e, where Ecb½ � denotes
the central bank’s expectation conditional on e.

The first-order condition for the central bank’s problem can be solved for DmcbðeÞ,
the optimal discretionary policy:

DmcbðeÞ ¼ alk

1þ a2l
þ a2l

1þ a2l

� �
pe þ Ecbðt 0Þ

1þ a2l
� al

1þ a2l

� �
e; ð7:20Þ

where t 0 ¼ qtðpÞ=qp. The last term in (7.20) shows that the optimal discretionary

policy response to the supply shock is equal to the response under the optimal com-

mitment policy Dmc. This is important because it implies that the government’s ob-

jective will be to design a contract that eliminates the inflationary bias while leaving

the central bank free to respond with discretion to e. Taking expectations of (7.20)

and letting E½ � denote the public’s expectation, one obtains

E½DmcbðeÞ� ¼ pe ¼ alk þ E½t 0ðpÞ�:
When this is substituted back into (7.20),

DmcbðeÞ ¼ alk þ E½t 0ðpðeÞÞ� � E½t 0� � Ecb½t 0�
1þ a2l

� al

1þ a2l
e:
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Setting DmcbðeÞ equal to the optimal commitment policy DmcðeÞ for all e requires

that the first three terms vanish. They will vanish if tðpÞ satisfies

t 0 ¼ qt

qp
¼ �alk:

The optimal commitment policy can therefore be implemented by the linear transfer

function

t ¼ t0 � alkp:

The constant t0 is set to ensure that the expected return to the central bank is su‰-

cient to ensure its participation.34 Presenting the central bank with this incentive con-

tract achieves the dual objectives of eliminating the inflationary bias while still

ensuring optimal stabilization policy in response to the central bank’s private infor-

mation about the aggregate supply shock.

Why does the transfer function take such a simple linear form? Recall that the

time-consistent policy under discretion resulted in an inflationary bias of alk. The

key insight is that this is constant; it does not vary with the realization of the aggre-

gate supply shock. Therefore, the incentive structure for the central bank just needs

to raise the marginal cost of inflation (from the perspective of the central bank) by a

constant amount; that is what the linear transfer function does. Because the bias is

independent of the realization of the underlying state of nature, it is not necessary

for the government to actually verify the state, and so the presence of private infor-

mation about the state of the economy on the part of the central bank does not a¤ect

the ability of the linear contract to support the optimal policy. This case contrasts

sharply with the one in which reputation is relied upon to achieve low average infla-

tion (Canzoneri 1985).

One interpretation of the linear inflation contract result is that it simply points out

that the Barro-Gordon framework is too simple to adequately capture important

aspects of monetary policy design. In this view, there really is a trade-o¤ between

credibility and flexibility, and the fact that this trade-o¤ can be made to disappear

so easily represents a methodological criticism of the Barro-Gordon model.35 Several

authors have explored modifications to the Barro-Gordon model that allow this

trade-o¤ to be reintroduced. They do so by making the inflation bias state-

dependent. In this way, the linear contract, which raises the marginal cost of inflation

by a constant amount for all state realizations, cannot achieve the socially optimal

34. This is known as the individual rationality constraint. Since qp=qm ¼ 1, a contract of the form t0 � akm
based on the observed rate of money growth would also work. Chortareas and Miller (2007) analyzed the
case in which the government also cares about the cost of the contract.

35. This argument is made by Canzoneri, Nolan, and Yates (1997).
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commitment policy. If the penalty cannot be made state-contingent, then average in-

flation can be eliminated, but inflation will remain too volatile. For example, Walsh

(1995b), Canzoneri, Nolan, and Yates (1997), and Herrendorf and Lockwood (1997)

introduced a state-contingent bias by modifying the basic model structure. Walsh

assumed that there exists a flexible wage sector in addition to a nominal wage con-

tract sector. Herrendorf and Lockwood assumed that labor market participants can

observe a signal that reveals information about aggregate supply shocks prior to

forming nominal wage contracts. Canzoneri, Nolan, and Yates assumed that the cen-

tral bank has an interest rate–smoothing objective. Herrendorf and Lockwood (1997)

and Muscatelli (1998) showed that when the inflation bias is state-contingent rather

than constant, as in the Barro-Gordon model, there can be a role for a linear infla-

tion contract, as in Walsh (1995c), and a conservative central banker, as in Rogo¤

(1985b). Schellekens (2002) considered delegation to a central bank with preferences

that are generalized from the standard quadratic form. He examined the connection

between optimal conservatism and cautionary policy arising from model uncertainty.

Chortareas and Miller (2003) showed that the linear inflation contract would not

fully o¤set the inflation bias when the government cares about the cost of the con-

tract, costs that were ignored by Walsh (1995c).36 However, as Chortareas and

Miller (2007) demonstrated, the original linear inflation contract remains optimal

if the government must ensure that the central bank’s participation constraint is sat-

isfied, even when the government also cares about the costs of the contract. Intui-

tively, with a linear inflation contract of the form aþ bp, the government can

always set b to generate the correct incentives for the central bank (since the value

of the constant term a does not alter the first-order conditions of the central bank’s

optimality conditions). Then a can be set to minimize the cost of the contract to the

government, where this minimum cost is determined by the central bank’s outside

opportunity.

The contracting approach was developed further in Persson and Tabellini (1993).

Walsh (1995b; 2002) showed how the properties of a linear inflation contract can be

mimicked by a dismissal rule under which the central banker is fired if inflation ever

rises above a critical level. Lockwood (1997), Jonsson (1995; 1997), and Svensson

(1997b) showed how linear inflation contracts are a¤ected when the inflation bias is

time-dependent because of persistence in the unemployment process. Persistence

means that a surprise expansion in period t reduces unemployment (increases output)

in period t but also leads to lower expected unemployment in periods tþ 1, tþ 2,

and so on. Thus, the benefits of a surprise inflation are larger, leading to a higher

average inflation rate under discretionary policy. The bias at time t, though, will

36. See also Candel-Sánchez and Campoy-Miñarroy (2004).
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depend on the unemployment rate at t� 1, since, with persistence, unemployment at

t� 1 a¤ects the average unemployment rate expected for period t. Therefore, the in-

flation bias will be time-varying. The simple linear contract with a fixed weight on

inflation will no longer be optimal if the inflation bias is state-dependent. However,

a state-contingent contract can support the optimal commitment policy.

Like the Rogo¤ conservative central banker solution, the contracting solution relo-

cates the commitment problem that gives rise to the inflation bias in the first place.37

H. Jensen (1997) showed how the ability of an incentive contract for the central

banker to solve an inflation bias is weakened when the government can undo the

contract ex post. In the case of a conservative central banker, the proposed solution

assumes that the government cannot commit to a specific inflation policy but can

commit to the appointment of an agent with specific preferences. In the contracting

case, the government is assumed to be able to commit to a specific contract. Both of

these assumptions are plausible; relocating the commitment problem is often a means

of solving the problem. Confirmation processes, together with long terms of o‰ce,

can reveal the appointee’s preferences and ensure that policy is actually conducted

by the appointed agent. Incentives called for in the contracting approach can simi-

larly be thought of as aspects of the institutional structure and may therefore be

more di‰cult to change than actual policy instrument settings.

As al-Nowaihi and Levine (1996) argued, relocation can allow the government to

commit credibly to a contract or to a particular appointee if the process is public. If

contract renegotiations or the firing of the central banker are publicly observable,

then it may be in the interest of the government to forgo any short-term incentive to

renegotiate in order to develop a reputation as a government that can commit. Thus,

the transparency of any renegotiation serves to support a low-inflation equilibrium;

relocating the time inconsistency problem can solve it.38

The type of policy transparency emphasized by al-Nowaihi and Levine character-

izes the policy process established under the 1989 central banking reform in New

Zealand. There the government and the Reserve Bank establish short-run inflation

targets under a Policy Targets Agreement (PTA). The PTA can be renegotiated, and

once current economic disturbances have been observed, both the government and

the Reserve Bank have incentives to renegotiate the target (Walsh 1995b). Because

this renegotiation must be public, however, reputational considerations may sustain

an equilibrium in which the targets are not renegotiated. Publicly assigning an infla-

37. McCallum (1995; 1997c) emphasized the relocation issue with respect to the contracting approach. A
similar criticism applies to the conservative central banker solution.

38. See also Herrendorf (1995; 1998), who developed a similar point using inflation targeting, and Walsh
(2002), who showed that the government will find it advantageous to carry out a dismissal rule policy
under which the central banker is fired if inflation exceeds a critical level.
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tion target to the central bank may also replicate the optimal incentives called for

under the linear inflation contract (Svensson 1997b).

Dixit and Jensen (2001) extended the contracting approach to the case of a mone-

tary union in which member governments o¤er the common central bank incentive

contracts designed to influence monetary policy. They showed that if the central

bank cares about the incentives it receives and about the unionwide inflation rate,

the central bank implements a policy that leads to average inflation that is too low

and stable. The central bank implements a weighted average of each member coun-

try’s desired policy only if the central bank cares only about the contract incentives.

Hence, mandating that the central bank achieve price stability would result in a de-

flationary bias under discretion.

Athey, Chari, and Kehoe (2005) reexamined the optimal delegation of monetary

policy by employing mechanism design theory in an environment similar to the one

studied originally by Canzoneri (1985) in which the central bank has private infor-

mation. They showed that under certain conditions, the optimal scheme involves an

inflation cap—a maximum inflation rate the central bank is allowed to choose. The

greater the time inconsistency problem, the lower is the cap. If the central bank has

little private information, then the optimal design calls for giving no discretion to the

central bank.

7.3.4 Institutions

One interpretation of the contracting approach is that the incentive structures might

be embedded in the institutional structure of the central bank. If institutions are

costly to change, then institutional reforms designed to raise the costs of inflation

can serve as commitment devices. Incorporating a price stability objective directly

into the central bank’s charter legislation, for example, might raise the implicit pen-

alty (in terms of institutional embarrassment) the central bank would su¤er if it failed

to control inflation. Most discussions of the role of institutional structure and infla-

tion have, however, focused on the e¤ects of alternative structures on the extent to

which political pressures a¤ect the conduct of monetary policy.

A starting point for such a focus is Alesina’s model of policy in a two-party sys-

tem.39 Suppose there is uncertainty about the outcome of an approaching election,

and suppose the parties di¤er in their economic policies, so that inflation in the post-

election period will depend on which party wins the election. Let the parties be

denoted A and B. The inflation rate expected if party A wins the election is pA; infla-

tion under party B will be pB. Assume pA > pB. If the probability that party A wins

the election is q, then expected inflation prior to the election will be pe ¼ qpA þ

39. For a discussion of this model, see Alesina (1987); Alesina and Sachs (1988); Alesina and Roubini
(1992; 1997); and Drazen (2000).
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ð1� qÞpB. Since q is between 0 and 1, expected inflation falls in the interval ½pB; pA�.
If postelection output is equal to y ¼ aðp� peÞ, where p is actual inflation, then

the election of party A will generate an economic expansion (since pA � pe ¼
ð1� qÞðpA � pBÞ > 0), whereas the election of party B will lead to an economic con-

traction ðpB � pe ¼ qðpB � pAÞ < 0Þ.
This very simple framework provides an explanation for a political business cycle

that arises because of policy di¤erences between parties and electoral uncertainty.

Because parties are assumed to exploit monetary policy to get their desired inflation

rate, and because election outcomes cannot be predicted with certainty, inflation sur-

prises will occur after an election. Alesina and Sachs (1988) provided evidence for

this theory based on U.S. data, and Alesina and Roubini (1992) examined OECD

countries. Faust and Irons (1996), however, concluded that there is little evidence

from the United States to support the hypothesis that political e¤ects generate mon-

etary policy surprises.

Waller (1989; 1992) showed how the process used to appoint members of the cen-

tral bank’s policy board can influence the degree to which partisan political factors

are translated into monetary policy outcomes. If policy is set by a board whose mem-

bers serve overlapping but noncoincident terms, the e¤ect of policy shifts resulting

from changes in government is reduced. In a two-party system in which nominees

forwarded by the party in power are subject to confirmation by the out-of-power

party, the party in power will nominate increasingly moderate candidates as elections

near. Increasing the length of terms of o‰ce for central bank board members also

reduces the role of partisanship in monetary policy making.40 Waller and Walsh

(1996) considered a partisan model of monetary policy. They focused on the implica-

tions for output of the degree of partisanship in the appointment process and the

term length of the central banker. Similarly, Alesina and Gatti (1995) showed that

electorally induced business cycles can be reduced if political parties jointly appoint

the central banker.

While most work has focused on the appointment of political nominees to the pol-

icy board, the Federal Reserve’s policy board (the FOMC) includes both political

appointees (the governors) and nonappointed members (the regional bank presi-

dents).41 Faust (1996) provided an explanation for this structure by developing an

overlapping-generations model in which inflation has distributional e¤ects. If mone-

tary policy is set by majority vote, excessive inflation results as the (larger) young

generation attempts to transfer wealth from the old generation. If policy is delegated

40. See also Havrilesky and Gildea (1992) and Garcia de Paso (1994). For some empirical evidence in sup-
port of these models, see Mixon and Gibson (2002).

41. Havrilesky and Gildea (1991; 1995) argued that the voting behavior of regional bank presidents and
board governors di¤ers, with regional bank presidents tending to be tougher on inflation; this conclusion
was disputed by Tootell (1991).
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to a board consisting of one representative from the young generation and one from

the old, the inflationary bias is eliminated. Faust argued that the structure of the

FOMC takes its shape because of the advantages of delegating to a board in which

the relative balance of di¤erent political constituencies di¤ers from that of the voting

public as a whole.

Who makes policy and who appoints the policymakers can a¤ect policy outcomes,

but institutional design also includes mechanisms for accountability, and these can

a¤ect policy as well. Minford (1995), in fact, argued that democratic elections can

enforce low-inflation outcomes if voters punish governments that succumb to the

temptation to inflate, and Lippi (1997) developed a model in which rational voters

choose a weight-conservative central banker. O’Flaherty (1990) showed how finite

term lengths can ensure accountability, and Walsh (1995b) showed that the type of

dismissal rule incorporated into New Zealand’s Reserve Bank Act of 1989 can par-

tially mimic an optimal contract.

The launch of the European Central Bank in 2000 helped to focus attention on the

role institutions and their formal structure play in a¤ecting policy outcomes. Because

the individual member countries in a monetary union may face di¤erent economic

conditions, disagreements about the common central bank’s policies may arise. Dixit

(2000) used a principal agent approach to study policy determination in a monetary

union. With a single central bank determining monetary policy for a union of coun-

tries, the central bank is the agent of many principals. Each principal may try to in-

fluence policy outcomes, and the central bank may need to appease its principals to

avoid noncooperative outcomes.

Dixit showed that the central bank’s decision problem must take into account the

individual incentive compatibility constraints that require all principals to accept a

continuation of the policy the central bank chooses. For example, if one country

has an large adverse shock, the central bank may have to raise inflation above the

optimal commitment level to ensure the continued participation in the union of

the a¤ected country. When the incentive constraint binds, policy will diverge from

the full-commitment case in order to secure the continued participation of the union

members. Dixit showed that when countries are hit by di¤erent shocks, it is the in-

centive constraint of the worst-hit country that is binding—policy must shade toward

what that country would want. If the costs of overturning the central bank’s policy

(and thereby reverting to the discretionary equilibrium) are high enough, there will

be some range of asymmetric shocks within which it is possible to sustain the full-

commitment policy.

7.3.5 Targeting Rules

The contracting approach focuses on the incentive structure faced by the central

bank; once the incentives are correct, complete flexibility in the actual conduct of
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policy is allowed. This allows the central bank to respond to new and possibly unver-

ifiable information. An alternative approach acts to reduce the problems arising from

discretion by restricting policy flexibility. The gold standard or a fixed exchange rate

regime are examples of situations in which policy flexibility is deliberately limited;

Milton Friedman’s proposal that the Fed be required to maintain a constant growth

rate of the money supply is another famous example. A wide variety of rules de-

signed to restrict the flexibility of the central bank have been proposed and analyzed.

The cost of reduced flexibility depends on the nature of the economic disturbances

a¤ecting the economy and the original scope for stabilization policies in the first

place, and the gain from reducing flexibility takes the form of a lower average infla-

tion rate.

Targeting rules are rules under which the central bank is judged in part on its abil-

ity to achieve a prespecified value for some macroeconomic variable. Inflation target-

ing is currently the most commonly discussed form of targeting, and some form of

inflation targeting has been adopted in over 20 developed and developing econo-

mies.42 Fixed or target zone exchange rate systems also can be interpreted as target-

ing regimes. The central bank’s ability to respond to economic disturbances, or to

succumb to the temptation to inflate, is limited by the need to maintain an exchange

rate target. When the lack of credibility is a problem for the central bank, commit-

ting to maintaining a fixed nominal exchange rate against a low-inflation country can

serve to import credibility. Giavazzi and Pagano (1988) provided an analysis of the

advantages of ‘‘tying one’s hands’’ by committing to a fixed exchange rate.

Flexible Targeting Rules

Suppose the central bank cares about output and inflation stabilization but is, in ad-

dition, penalized for deviations of actual inflation from a target level.43 In other

words, the central bank’s objective is to minimize

V cb ¼ 1

2
lEtðyt � yn � kÞ2 þ 1

2
Etðpt � p�Þ2 þ 1

2
hEtðpt � pTÞ2; ð7:21Þ

where this di¤ers from (7.2) in that p� now denotes the socially optimal inflation rate

(which may di¤er from zero), and the last term represents the penalty related to devi-

ations from the target inflation rate pT . The parameter h measures the weight placed

on deviations from the target inflation rate. Targeting rules of this form are known as

42. In addition to the references cited earlier, see Ammer and Freeman (1995); Haldane (1995); McCallum
(1997a); Mishkin and Posen (1997); Bernanke et al. (1998); and the papers in Leiderman and Svensson
(1995) and Lowe (1997) for discussions of inflation targeting. Walsh (2009) contains an extensive list of
references on the topic. See also section 8.4.6.

43. The central bank might be required to report on its success or failure in achieving the target, with tar-
get misses punished by public censoring and embarrassment or by some more formal dismissal procedure.
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flexible targeting rules. They do not require that the central bank hit its target ex-

actly; instead, one can view the last term as representing a penalty su¤ered by the

central bank based on how large the deviation from the target turns out to be. This

type of targeting rule allows the central bank to trade o¤ achieving its inflation target

for achieving more desired values of its other goals.

The rest of the model consists of an aggregate supply function and a link between

the policy instrument, the growth rate of money, and inflation:

yt ¼ yn þ aðpt � peÞ þ et

and

pt ¼ Dmt þ vt;

where v is a velocity disturbance. It is assumed that the public’s expectations are

formed prior to observing either e or v, but the central bank can observe e (but not

v) before setting Dm.

Before deriving the policy followed by the central bank, note that the socially op-

timal commitment policy is given by44

DmS
t ¼ p� � al

1þ a2l

� �
et: ð7:22Þ

Now consider policy under discretion. Using the aggregate supply function and the

link between inflation and money growth, the loss function (7.21) can be written as

V cb ¼ 1

2
lE½aðDmþ v� peÞ þ e� k�2 þ 1

2
EðDmþ v� p�Þ2 þ 1

2
hEðDmþ v� pT Þ2:

The first-order condition for the optimal choice of Dm, taking expectations as given,

is

a2lðDm� peÞ þ alðe� kÞ þ ðDm� p�Þ þ hðDm� pT Þ ¼ 0:

Solving yields

Dm ¼ a2lpe � aleþ alk þ p� þ hpT

1þ hþ a2l
: ð7:23Þ

44. This is obtained by substituting the commitment policy Dm ¼ b0 þ b1e into the social objective
function

1

2
½lEðy� yn � kÞ2 þ Eðp� p�Þ2�

and minimizing the unconditional expectation with respect to b0 and b1.
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Assuming rational expectations, pe ¼ Dme ¼ ðalk þ p� þ hpT Þ=ð1þ hÞ because the

public forms expectations prior to knowing e. Substituting this result into (7.23)

yields the time-consistent money growth rate:

DmT ¼ alk þ p� þ hpT

1þ h
� al

1þ hþ a2l

� �
e

¼ p� þ alk

1þ h
þ hðpT � p�Þ

1þ h
� al

1þ hþ a2l

� �
e: ð7:24Þ

If the target inflation rate is equal to the socially optimal inflation rate ðpT ¼ p�Þ,
(7.24) reduces to

DmT ¼ p� þ alk

1þ h
� al

1þ hþ a2l

� �
e: ð7:25Þ

Setting h ¼ 0 yields the time-consistent discretionary solution without targeting:

DmNT ¼ p� þ alk � al

1þ a2l

� �
e; ð7:26Þ

with the inflation bias equal to alk.

Comparing (7.22), (7.25), and (7.26) reveals that the targeting penalty reduces the

inflation bias from alk to alk=ð1þ hÞ. The targeting requirement imposes an addi-

tional cost on the central bank if it allows inflation to deviate too much from pT ; this

raises the marginal cost of inflation and reduces the time-consistent inflation rate.

The cost of this reduction in the average inflation bias is the distortion that targeting

introduces into the central bank’s response to the aggregate supply shock e. Under

pure discretion, the central bank responds optimally to e (note that the coe‰cient

on the supply shock is the same in (7.26) as in (7.22)), but the presence of a tar-

geting rule distorts the response to e. Comparing (7.25) with (7.22) shows that the

central bank will respond too little to the supply shock (the coe‰cient falls from

al=ð1þ a2lÞ to al=ð1þ hþ a2lÞ).
This trade-o¤ between bias reduction and stabilization response was seen earlier in

discussing Rogo¤’s model.45 Note that if pT ¼ p�, the central bank’s objective func-
tion can be written as

V cb ¼ 1

2
lEðyt � yn � kÞ2 þ 1

2
ð1þ hÞEðp� p�Þ2: ð7:27Þ

45. Canzoneri (1985); Garfinkel and Oh (1993); and Garcia de Paso (1993; 1994) considered multiperiod
targeting rules as solutions to this trade-o¤ between stabilization and inflation bias. Defining money
growth or inflation targets as averages over several periods restricts average inflation while allowing the
central bank more flexibility in each period to respond to shocks.
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It is apparent from (7.27) that the parameter h plays exactly the same role that Rog-

o¤ ’s degree of conservatism played. From the analysis of Rogo¤ ’s model, the opti-

mal value of h is positive, so the total weight placed on the inflation objective exceeds

society’s weight, which is equal to 1. A flexible inflation target, interpreted here as a

value for h that is positive, leads to an outcome that dominates pure discretion.46

The connection between an inflation targeting rule and Rogo¤ ’s conservative cen-

tral banker approach has just been highlighted. Svensson (1997b) showed that a

similar connection exists between inflation targeting and the optimal linear inflation

contract. Svensson demonstrated that the optimal linear inflation contract can be

implemented if the central bank is required to target an inflation rate pT that is actu-

ally less than the socially optimal rate of inflation. To see how this result is obtained,

let H ¼ 1þ h, replace p� with pT in (7.27), and expand the resulting second term so

that the expression becomes

V cb ¼ 1

2
lEðyt � yn � kÞ2 þ 1

2
HEðp� p� þ p� � pTÞ2

¼ 1

2
lEðyt � yn � kÞ2 þ 1

2
HEðp� p�Þ2 þDEðp� p�Þ þ C;

where D ¼ Hðp� � pTÞ and C ¼ 1
2Hðp� � pTÞ2. Since C is a constant, it does not

a¤ect the central bank’s behavior. Notice that V cb is equal to V þ 1
2 hEðp� p�Þ2 þ

DEðp� p�Þ þ C. This is exactly equivalent to the incentive structure established

under the optimal linear inflation contract if and only if h ¼ 0 and D ¼ alk. The

condition h ¼ 0 is achieved if the central banker is not weight-conservative but in-

stead shares society’s preferences (so H ¼ 1); the condition D ¼ alk is then achieved

if

pT ¼ p� � alk < p�:

Thus, the optimal linear contract can be implemented by assigning to the central

bank an inflation target that is actually below the rate that is socially preferred. But

at the same time, policy should be assigned to an agent who has the same preferences

between inflation and output stabilization as society in general.

Strict Targeting Rules

The preceding analysis considered a flexible targeting rule. The central bank was

penalized for deviations of p around a targeted level but was not required to achieve

the target precisely. This flexibility allowed the central bank to trade o¤ the objective

46. That is, of course, unless h is too large.
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of meeting the target against achieving its other objectives. Often, however, targeting

is analyzed in terms of strict targets; the central bank is required to achieve a specific

target outcome regardless of the implications for its other objectives. For an early

analysis of strict targeting regimes, see Aizenman and Frankel (1986).

As an example, consider a strict money growth rate target under which the cen-

tral bank is required to set the growth rate of the money supply equal to some

constant:47

Dm ¼ DmT :

Since the desired rate of inflation is p�, it makes sense to set DmT ¼ p�, and the pub-

lic will set pe ¼ p�. With this rule in place, the social loss function can be evaluated.

If social loss is given by

V ¼ 1

2
lEtðyt � yn � kÞ2 þ 1

2
Etðpt � p�Þ2;

then under a strict money growth rate target it takes the value

VðDmTÞ ¼ 1

2
½lk2 þ ls2

e þ ð1þ a2lÞs2
v �:

Recall that under pure discretion the expected value of the loss function was, from

(7.9),

V d ¼ 1

2
lð1þ a2lÞk2 þ 1

2

l

1þ a2l

� �
s2
e þ ð1þ a2lÞs2

v

� �
:

Comparing these two, one obtains

VðDmTÞ � V d ¼ � 1

2
ðalkÞ2 þ 1

2

a2l2

1þ a2l

 !
s2
e :

Notice that this can be either positive or negative. It is more likely to be negative

(implying that the strict money growth rate target is superior to discretion) if the un-

derlying inflationary bias under discretion, alk, is large. Since the strict targeting rule

ensures that average inflation is p�, it eliminates any inflationary bias, so the gain is

larger, the larger the bias that arises under discretion. However, discretion is more

likely to be preferred to the strict rule when s2
e is large. The strict targeting rule elim-

inates any stabilization role for monetary policy. The cost of doing so will depend on

47. Alternatively, the targeting rule could require the central bank to minimize EðDm� DmT Þ2. However,
this occurs if the central bank sets policy such that EðDmÞ ¼ DmT . If Dm is controlled exactly, this is
equivalent to Dm ¼ DmT .
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the variance of supply shocks. Eliminating the central bank’s flexibility to respond to

economic disturbances increases welfare if

k > se

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1þ a2l

s
:

If s2
e is large, pure discretion, even with its inflationary bias, may still be the preferred

policy (Flood and Isard 1988).

Another alternative targeting rule that has often been proposed focuses on nomi-

nal income (e.g., Hall and Mankiw 1994). If y� yn is interpreted as the percentage

output deviation from trend, one can approximate a nominal income rule as requir-

ing that

ðy� ynÞ þ p ¼ g�;

where g� is the target growth rate for nominal income. Since the equilibrium growth

rate of y� yn is zero (because it is a deviation from trend) and the desired rate of

inflation is p�, one should set g� ¼ 0þ p� ¼ p�. Under this rule, expected inflation is

pe ¼ g� � Eðy� ynÞ ¼ g� � 0 ¼ g� ¼ p�. Aggregate output is given by

y ¼ yn þ aðp� peÞ þ e ¼ yn þ aðyn � yÞ þ e ) y� yn ¼ 1

1þ a

� �
e;

since p ¼ g� � ðy� ynÞ ¼ pe � ðy� ynÞ under the proposed rule. A positive supply

shock that causes output to rise will induce a contraction designed to reduce the in-

flation rate to maintain a constant rate of nominal income growth. The decline in in-

flation (which is unanticipated because it was induced by the shock e) acts to reduce

output and partially o¤set the initial rise. With the specification used here, exactly

a=ð1þ aÞ of the e¤ect of e is o¤set. Substituting this result into the policy rule implies

that p ¼ p� � e=ð1þ aÞ.
Using these results, the expected value of the social loss function is

Vðg�Þ ¼ 1

2
lk2 þ 1

2

1þ l

ð1þ aÞ2
" #

s2
e :

In the present model, nominal income targeting stabilizes real output more than pure

discretion (and the optimal commitment policy) if al < 1. In this example, it is as-

sumed that the central bank could control nominal income growth exactly. If, as is

more realistic, this is not the case, a term due to control errors will also appear in

the expected value of the loss function.

Nominal income targeting imposes a particular trade-o¤ between real income

growth and inflation in response to aggregate supply disturbances. The social loss

7.3 Solutions to the Inflation Bias 315



function does not weigh output fluctuations and inflation fluctuations equally (unless

l ¼ 1), but nominal income targeting does. Nevertheless, nominal income targeting is

often proposed as a ‘‘reasonably good rule for the conduct of monetary policy’’ (Hall

and Mankiw 1994). For analyses of nominal income targeting, see Bean (1983);

Frankel and Chinn (1995); McCallum (1988); Taylor (1985); and West (1986). Tar-

geting rules in new Keynesian models are discussed in section 8.4.6.

The analysis of targeting rules has much in common with the analysis of monetary

policy operating procedures (see chapter 11). Targeting rules limit the flexibility of

the central bank to respond as economic conditions change. Thus, the manner in

which disturbances will a¤ect real output and inflation will be a¤ected by the choice

of targeting rule. For example, a strict inflation or price level rule forces real output

to absorb all the e¤ects of an aggregate productivity disturbance. Under a nominal

income rule, such disturbances are allowed to a¤ect both real output and the price

level. As with operating procedures, the relative desirability of alternative rules will

depend both on the objective function and on the relative variances of di¤erent types

of disturbances.

7.4 Is the Inflation Bias Important?

Despite the large academic literature that has focused on the inflationary bias of dis-

cretionary monetary policy, some have questioned whether this whole approach has

anything to do with explaining actual episodes of inflation. Do these models provide

useful frameworks for positive theories of inflation? Since monetary models generally

imply that the behavior of real output should be the same whether the average infla-

tion rate is zero or 10 percent, the very fact that most economies have consistently

experienced average inflation rates well above zero for extended periods of time

might be taken as evidence for the existence of an inflation bias.48 However, earlier

chapters examined theories of inflation based on optimal tax considerations that

might imply nonzero average rates of inflation, although few argue that tax consider-

ations alone could account for the level of inflation observed during the 1970s in

most industrialized economies (or for the observed variations in inflation). There are

several reasons for questioning the empirical relevance of time inconsistency as a fac-

tor in monetary policy. Some economists have argued that time inconsistency just

isn’t a problem. For example, Taylor (1983) pointed out that society finds solutions

to these sorts of problems in many other areas (patent law, for example) and that

there is no reason to suppose that the problem is particularly severe in the monetary

48. While most monetary models do not display superneutrality (so that inflation does a¤ect real variables
even in the steady state), most policy-oriented models satisfy a natural rate property in that average values
of real variables such as output are assumed to be independent of monetary policy.
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policy arena.49 Others, such as Blinder and Rudd (2008), attributed the rise in infla-

tion during the 1970s to supply shocks rather than to any inherent bias of discretion-

ary policies. Institutional solutions, such as separating responsibility for monetary

policy from the direct control of elected political o‰cials, may reduce or even elimi-

nate the underlying bias toward expansion that leads to excessively high average in-

flation under discretion.50

McCallum (1995; 1997c) argued that central banks can be trusted not to succumb

to the incentive to inflate because they know that succumbing leads to a bad equilib-

rium. But such a view ignores the basic problem; even central banks that want to do

the right thing may face the choice of either inflating or causing a recession. In such

circumstances, the best policy may not be to cause a recession. For example, consider

Cukierman and Liviatan’s type D policymaker. Such a policymaker is capable of

committing to and delivering on a zero inflation policy, but if the public assigns

some probability to the possibility that a type W might be in o‰ce, even the type D

ends up inflating. If central banks were to define their objectives in terms of stabiliz-

ing output around the economy’s natural rate (i.e., k1 0), then there would be no

inflationary bias; central banks would deliver the socially optimal policy. However,

this corresponds to a situation in which there is no bias, not to one in which an in-

centive to inflate exists but the central bank resists it.

An alternative criticism of the time inconsistency literature questions the underly-

ing assumption that the central bank cannot commit. Blinder (1995), for example,

argued that the inherent lags between a policy action and its e¤ect on inflation and

output serve as a commitment technology. Inflation in period t is determined by pol-

icy actions taken in earlier periods, so if the public knows past policy actions, the

central bank can never produce a surprise inflation. The presence of lags does serve

as a commitment device. If outcomes today are entirely determined by actions taken

earlier, the central bank is clearly committed; nothing it can do will a¤ect today’s

outcome. And few would disagree that monetary policy acts with a (long) lag. But

appealing to lags solves the time inconsistency problem by eliminating any real

e¤ects of monetary policy. That is, there is no incentive to inflate because expansion-

ary monetary policy does not a¤ect real output or unemployment. If this were the

case, central banks could costlessly disinflate; seeing a shift in policy, private agents

could revise all nominal wages and prices before any real e¤ects occurred.

If monetary policy does have real e¤ects, even if these occur with a lag, the infla-

tionary bias under discretion will reappear. In the models that have been used in the

49. As Taylor (1983) put it, ‘‘In the Barro-Gordon inflation-unemployment model, the superiority of the
zero inflation policy is just as obvious to people as the well-recognized patent problem is in the real world.
It is therefore di‰cult to see why the zero inflation policy would not be adopted in such a world’’ (125).

50. For material from the second edition surveying the empirical literature on central bank institutional
structure and macroeconomic outcomes, see hhttp://people.ucsc.edu/~walshc/mtp3e/MTP3e/i.
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time inconsistency literature, monetary policy a¤ects real output through its e¤ect on

inflation, more specifically, by creating inflation surprises. The empirical evidence

from most countries, however, indicates that policy actions a¤ect output before infla-

tion is a¤ected.51 Policy actions can be observed long before the e¤ects on inflation

occur. But for this to represent a commitment technology that can overcome the time

inconsistency problem requires that the observability of policy eliminate its ability to

a¤ect real output. It is the ability of monetary policy to generate real output e¤ects

that leads to the inflationary bias under discretion, and the incentive toward expan-

sionary policies exists as long as monetary policy can influence real output. The fact

that the costs of an expansion in terms of higher inflation only occur later actually

increases the incentive for expansion if the central bank discounts the future.

There has been relatively little empirical work testing directly for the inflation bias.

One relevant piece of evidence is provided by D. Romer (1993). He argued that the

average inflation bias should depend on the degree to which an economy is open. A

monetary expansion produces a real depreciation, raising the price of foreign imports.

This increases inflation as measured by the consumer price index, raising the infla-

tionary cost of the monetary expansion.52 As a result, a given output expansion

caused by an unanticipated rise in the domestic price level brings with it a larger in-

flation cost in terms of an increase in consumer price inflation. In addition, the out-

put gain from such an expansion will be reduced if domestic firms use imported

intermediate goods or if nominal wages are indexed. In terms of the basic model,

this could be interpreted either as a lowering of the benefits of expansion relative to

the costs of inflation or as a reduction in the output e¤ects of unanticipated inflation.

Consequently, the weight on output, l, should be smaller (or the weight on inflation

larger) in more open economies, and the coe‰cient of the supply curve, a, should be

smaller. Since the inflation bias is increasing in al (see, e.g., equation (7.7)), the aver-

age inflation rate should be lower in more open economies.

Romer tested these implications using data on 114 countries for the post-1973

period. Using the import share as a measure of openness, he found the predicted

negative association between openness and average inflation. The empirical results,

51. Kiley (1996) presents evidence for the United States, Canada, Great Britain, France, and Germany.

52. That is, output depends on domestic price inflation pd and is given by

y ¼ yn þ aðpd � p e
dÞ;

and consumer price inflation is equal to

pcpi ¼ ypd þ ð1� yÞs;
where s is the rate of change of the nominal exchange rate and y is the share of domestic output in the
consumer price index.
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however, do not hold for the OECD economies. For the highly industrialized, high-

income countries, openness is unrelated to average inflation.53

Temple (2002) examined the link between inflation and the slope of the Phillips

curve linking inflation and output (represented by the value of the parameter a in

(7.3) and found little evidence that a is smaller in more open economies. To account

for Romer’s finding that openness is associated with lower inflation, he suggested

that inflation may be more costly in open economies because it is associated with

greater real exchange rate variability. In this case, the parameter l would be smaller

in a more open economy because the central bank places relatively more weight on

inflation objectives. As a result, average inflation would be lower in open economies,

as Romer found.

Ireland (1999) argued that the behavior of inflation in the United States is consis-

tent with the Barro-Gordon model if one allows for time variation in the natural rate

of unemployment. Ireland assumed that the central bank’s objective is to minimize

V ¼ 1

2
lðu� kunÞ2 þ 1

2
p2;

where u is the unemployment rate and un is the natural rate of unemployment. It is

assumed that k < 1 so that the central bank attempts to target an unemployment rate

below the economy’s natural rate. Ireland assumed that un is unobservable but varies

over time and is subject to permanent stochastic shifts. As a result, the average infla-

tion rate varies with these shifts in un; when un rises, average inflation also rises (see

problem 9). Ireland found support for a long-run (cointegrating) relationship be-

tween unemployment and inflation in the United States. However, this is driven by

the rise in inflation in the 1970s that coincided with the rise in the natural rate of un-

employment as the baby boom generation entered the labor force. Whether the latter

was the cause of the former is more di‰cult to determine, and Europe in the 1990s

certainly experienced a rise in average unemployment rates with a fall rather than an

increase in average inflation.

A serious criticism of explanations of actual inflation episodes based on the Barro-

Gordon approach relates to the assumption that the central bank and the public

understand that there is no long-run trade-o¤ between inflation and unemployment.

The standard aggregate supply curve, relating output movements to inflation sur-

prises, implies that the behavior of real output (and unemployment) will be indepen-

dent of the average rate of inflation. However, many central banks in the 1960s and

53. Terra (1998) argued that Romer’s results were driven by the countries in his sample that are severely
indebted. However, Romer (1998) noted in reply that the relationship between indebtedness and the
openness-inflation correlation disappears when one controls for central bank independence. This suggests
that both indebtedness and inflation are more severe in countries that have not solved the policy commit-
ment problem.
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into the 1970s did not accept this as an accurate description of the economy. Phillips

curves were viewed as o¤ering a menu of inflation-unemployment combinations from

which policymakers could choose. Actual inflation may have reflected policymakers’

misconceptions about the economy rather than their attempts to engineer surprise

inflations that would not be anticipated by the public. For example, Romer and

Romer (2002) attributed policy mistakes and high inflation in the United States dur-

ing the late 1960s and the 1970s to the use of a wrong model. Specifically, they

argued that policymakers during the 1960s believed the Phillips curve o¤ered a per-

manent trade-o¤ between average unemployment and average inflation. They then

argued that once inflation had reached high levels, policymakers came to believe

that inflation was insensitive to recessions, implying that the cost of reducing infla-

tion would be extremely high. Thus, inflation was allowed to rise and policymakers

delayed reducing it because they based decisions on models that are now viewed as

incorrect.

These criticisms, while suggesting that the simple models of time inconsistency

may not account for all observed inflation, do not mean that time inconsistency

issues are unimportant. Explaining actual inflationary experiences will certainly in-

volve consideration of the incentives faced by policymakers and the interaction of

the factors such as uncertainty over policy preferences, responses to shocks, and a

bias toward expansions that play a key role in models of discretionary policy.54

So the issues that are central to the time inconsistency literature do seem relevant

for understanding the conduct of monetary policy. At the same time, important

considerations faced by central banks are absent from the basic models generally

used in the literature. For example, the models have implications for average infla-

tion rates but usually do not explain variations in average inflation over longer time

periods.55 Yet one of the most important characteristics of inflation during the past

40 years in the developed economies is that it has varied; it was low in the 1950s and

early 1960s, much higher in the 1970s, and lower again in the mid-1980s and 1990s.

Thus, average inflation changes, but it also displays a high degree of persistence.

This persistence does not arise in the models examined so far. Reputational models

can display a type of inflation persistence; inflation may remain low in a pooling

equilibrium; then, once the high-inflation central bank reveals itself, the inflation

rate jumps and remains at a higher level. But this description does not seem to cap-

54. And in reputational solutions, observed inflation may remain low for extended periods of time even
though the factors highlighted in the time inconsistency literature play an important role in determining
the equilibrium.

55. Potential sources of shifts in the discretionary average rate of inflation would be changes in labor mar-
ket structure that a¤ect the output e¤ects of inflation (the a parameter in the basic model), shifts in the
relative importance of output expansions or output stabilization in the policymaker’s objective functions
(the l parameter), or changes in the percentage gap between the economy’s natural rate of output (un-
employment) and the socially desired level (the parameter k).
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ture the manner in which a high degree of persistence is displayed in the response of

actual inflation to economic shocks that, in principle, should cause only one-time

price level e¤ects. For example, consider a negative supply shock. When the central

bank is concerned with stabilizing real output, such a shock leads to a rise in the in-

flation rate. This reaction seems consistent with the early 1970s, when the worldwide

oil price shock is generally viewed as being responsible for the rise in inflation. In the

models considered in previous sections, the rise in inflation lasts only one period. The

shock may have a permanent e¤ect on the price level, but it cannot account for per-

sistence in the inflation rate. Ball (1991; 1995) argued, however, that inflation results

from an adverse shock and that once inflation increases, it remains high for some

time. Eventually, policy shifts do bring inflation back down. Models of unemploy-

ment persistence based on labor market hysteresis, such as those developed by Lock-

wood and Philippopoulos (1994), Jonsson (1995), Lockwood (1997), and Svensson

(1997b), also imply some inflation persistence. A shock that raises unemployment

now also raises expected unemployment in the future. This increases the incentive

to generate an expansion and so leads to a rise in inflation both now and in the

future. But these models imply that inflation gradually returns to its long-run aver-

age, so they cannot account for the shifts in policy that often seem to characterize

disinflations.

One model that does display such shifts was discussed earlier. Ball (1995) ac-

counted for shifts in policy by assuming that the central bank type can change be-

tween a zero inflation type and an optimizing type according to a Markov process.

With imperfect information, the public must attempt to infer the current central

bank’s type from inflation outcomes. The wet type mimics the zero inflation type

until an adverse disturbance occurs. If such a shock occurs and the central bank is a

wet type, inflation rises. This increase reveals the central bank’s type, so the public

expects positive inflation, and in equilibrium, inflation remains high until a dry type

takes over. As a result, the model predicts the type of periodic and persistent bouts of

inflation that seem to have characterized inflation in many developed economies. The

model of Albanesi, Chari, and Christiano (2003) displays multiple equilibria and so

can account for shifts between low- and high-inflation equilibria.

A number of authors have suggested that central banks now understand the dan-

gers of having an overly ambitious output target and consequently now target the

output gap yt � yn; in other words, k ¼ 0. With the standard quadratic loss function,

the inflation bias under discretion is zero when k ¼ 0. Cukierman (2002), however,

showed that an inflation bias reemerges if central bank preferences are asymmetric.

He argued that central banks are not indi¤erent between yt � yn > 0 and yt � yn <

0 even if the deviations are of equal magnitude. A central bank that views a 1 percent

fall in output below yn as more costly than a 1 percent rise above yn will tend to err

in the direction of an overly expansionary policy. As a result, an average inflation
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bias reemerges even though k ¼ 0. Ruge-Murcia (2003a), in contrast, considered the

case of a central bank with an inflation target and asymmetric preferences over target

misses. He showed that if the central bank prefers undershooting its target rather

than overshooting it, average inflation will tend to be less than the target inflation

rate.

Ruge-Murcia (2003b) nested both Cukierman’s asymmetric preferences and the

standard quadratic preferences of the Barro-Gordon model into a model he was

able to take to the data. He did so by specifying preferences over inflation and un-

employment by the following mixture of a quadratic function in inflation and a linex

function in unemployment:

Lt ¼ 1

2
ðpt � p�Þ2 þ f

g2

� �
fexp½gðut � u�

t Þ� � gðut � u�
t Þ � 1g;

where p� is a constant inflation target and u�
t is the policymaker’s desired rate of un-

employment. For g > 0, positive deviations of unemployment above target are

viewed as more costly than negative deviations. If u�
t ¼ kEt�1u

n
t , where u

n
t is the nat-

ural rate of unemployment and 0 < k < 1, Ruge-Murcia showed, the Barro-Gordon

model is obtained by letting g ! 0 and a version similar to Cukierman’s asymmetric

preferences is obtained when g > 0 and k ¼ 1, that is, when the target unemployment

rate equals the natural rate. In the standard Barro-Gordon model, the inflation bias

would disappear when k ¼ 1. Using U.S. data, Ruge-Murcia found that the Barro-

Gordon model is rejected, but Cukierman’s model is not, suggesting that a stronger

aversion to unemployment rate increases relative to unemployment rate decreases

may have been important in generating the observed pattern of inflation in the

United States.

Cukierman and Gerlach (2003) also found support for the importance of asym-

metric preferences. They showed that if central banks are uncertain about economic

developments and have asymmetric preferences over output, average inflation should

be positively correlated with the volatility of output. They found evidence supporting

this implication from a cross-section of 22 OECD countries.

Finally, in an important contribution, Sargent (1999) studied the case of a central

bank in a Barro-Gordon world that must learn about the structure of the economy.

Initially, if the central bank believes it faces a Phillips curve trade-o¤ between output

and inflation, it will attempt to expand the economy. The equilibrium involves the

standard inflation bias. As new data reveal to the central bank that the Phillips curve

is vertical and that it has not gained an output expansion despite the inflation, the

equilibrium can switch to a zero inflation path. However, the apparent conquest of

inflation is temporary, and the equilibrium can alternate between periods of high in-

flation and periods of low inflation.
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In testing for the role of the biases arising under time inconsistency on actual

inflation, it is important to keep in mind that observed inflation is an equilibrium

outcome, and a low observed inflation rate need not imply the absence of time incon-

sistency problems. As noted in the discussion of reputational models, equilibrium

may involve pooling in which even an opportunistic central bank delivers low infla-

tion, at least for a while.

7.5 Summary

Many countries experience, for long periods of time, average inflation rates that

clearly exceed what would seem to be reasonable estimates of the socially desired in-

flation rate. The time inconsistency literature originated as a positive attempt to ex-

plain this observation. In the process, the approach made important methodological

contributions to monetary policy analysis by emphasizing the need to treat central

banks as responding to the incentives they face.

The factors emphasized in this chapter—central bank preferences, the short-run

real e¤ects of surprise inflation, the rate at which the central bank discounts the

future, the e¤ects of political influences on the central bank—are quite di¤erent

from the factors that received prominence in the optimal taxation models of inflation

of chapter 4. Although a large number of empirical studies of the industrialized

economies have found that indices of central bank political independence are nega-

tively related to average inflation, evidence also suggests the importance of financing

considerations.

Perhaps the most important contribution of the literature on time inconsistency,

however, has been to provide theoretical frameworks for thinking formally about

credibility issues, on the one hand, and the role of institutions and political factors,

on the other, in influencing policy choices. By emphasizing the interactions of the

incentives faced by policymakers, the structure of information about the economy

and about the central bank’s preferences, and the public’s beliefs, the models exam-

ined in this chapter provide a critical set of insights that have influenced the recent

debates over rules, discretion, and the design of monetary policy institutions.

7.6 Problems

1. Consider the following simple economy. Output is given by

yt ¼ yþ aðpt � pe
t Þ þ et;

where y is output, p is inflation, pe is expected inflation, and e is a productivity

shock. Private sector expectations are formed before observing e, and the central
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bank can act after observing e. Suppose the central bank controls inflation and does

so to minimize

Lt ¼ 1

2

� �
½ðpt � p�Þ2 þ lðyt � y�Þ2�;

where y� > y.

a. Solve for the rational-expectations equilibrium for inflation and output if the cen-

tral bank acts with discretion.

b. Solve for the rational-expectations equilibrium for inflation and output under the

optimal commitment policy.

c. Explain (in words) how the inflation bias under discretion depends on a, l, and

y� � y.

2. Suppose output is given by

yt ¼ yþ aðpt � pe
t Þ þ et;

where y is output, p is inflation, pe is expected inflation, and e is a productivity

shock. Private sector expectations are formed after receiving a signal v on the pro-

ductivity shock, where

vt ¼ et þ nt;

and nt is white noise. Let s2
x denote the variance of x and the public’s forecast of

et conditional on vt is svt, where s ¼ s2
e=ðs2

e þ s2
nÞ. The central bank can act after

observing e. Suppose the central bank controls inflation and does so to minimize

Lt ¼ 1

2

� �
½ðpt � p�Þ2 þ lðyt � y�Þ2�;

where y� > y.

a. Solve for the rational-expectations equilibrium for inflation and output if the cen-

tral bank acts with discretion. How does the central bank’s reaction to et depend on

how noisy the public’s signal is, as measured by s2
n?

b. Solve for the rational-expectations equilibrium for inflation and output under the

optimal commitment policy. How does the central bank’s reaction to et depend on

how noisy the public’s signal is, as measured by s2
n?

c. Calculate expected loss under discretion and under commitment. Does s2
n influ-

ence the expected gains from commitment? Explain.

3. Suppose the central bank dislikes inflation variability around a target level p�. It
also prefers to keep unemployment stable around an unemployment target u�. These
objectives can be represented in terms of minimizing
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V ¼ lðu� u�Þ2 þ 1

2
ðp� p�Þ2;

where p is the inflation rate and u is the unemployment rate. The economy is

described by

u ¼ un � aðp� peÞ þ v;

where un is the natural rate of unemployment and pe is expected inflation. Expecta-

tions are formed by the public before observing the disturbance v. The central bank

can set inflation after observing v. Assume u� < un.

a. What is the equilibrium rate of inflation under discretion? What is the equilibrium

unemployment rate?

b. Is equilibrium unemployment under discretion a¤ected by u�? Explain.

c. Is equilibrium inflation under discretion a¤ected by u�? Explain.

d. How is equilibrium inflation under discretion a¤ected by v? Explain.

e. What is the equilibrium rate of inflation under commitment? What is the equilib-

rium unemployment rate under commitment? How are they a¤ected by u�? Explain.

4. Suppose an economy is characterized by the following three equations:

p ¼ pe þ ayþ e

y ¼ �brþ u

Dm� p ¼ �di þ yþ v;

where the first equation is an aggregate supply function written in the form of an

expectations-augmented Phillips curve, the second is an IS or aggregate demand rela-

tionship, and the third is a money demand equation, where Dm denotes the growth

rate of the nominal money supply. The real interest rate is denoted by r and the nom-

inal rate by i, with i ¼ rþ pe. Let the central bank implement policy by setting i to

minimize the expected value of 1
2 ½lðy� kÞ2 þ p2�, where k > 0. Assume that the pol-

icy authority has forecasts e f , u f , and v f of the shocks but that the public forms its

expectations prior to the setting of i and without any information on the shocks.

a. Assume that the central bank can commit to a policy of the form i ¼ c0 þ c1e
f þ

c2u
f þ c3v

f prior to knowing any of the realizations of the shocks. Derive the opti-

mal commitment policy (i.e., the optimal values of c0, c1, c2, and c3).

b. Derive the time-consistent equilibrium under discretion. How does the nominal

interest rate compare to the case under commitment? What is the average inflation

rate?
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5. Verify that the optimal commitment rule that minimizes the unconditional

expected value of the loss function given by (7.10) is Dmc ¼ �ale=ð1þ a2lÞ.
6. Suppose the central bank acts under discretion to minimize the expected value of

(7.2). The central bank can observe e prior to setting Dm, but v is observed only after

policy is set. Assume, however, that e and v are correlated and that the expected

value of v, conditional on e, is E½vje� ¼ qe, where q ¼ sv; e=s
2
e and sv; e is the co-

variance between e and v.

a. Find the optimal policy under discretion. Explain how policy depends on q.

b. What is the equilibrium rate of inflation? Does it depend on q?

7. Since the tax distortions of inflation are related to expected inflation, suppose the

loss function (7.2) is replaced by

L ¼ lðy� yn � kÞ2 þ ðpeÞ2;
where y ¼ yn þ aðp� peÞ. How is figure 7.2 modified by this change in the central

bank’s loss function? Is there an equilibrium inflation rate? Explain.

8. (Based on Jonsson 1995 and Svensson 1997b) Suppose (7.3) is modified to incor-

porate persistence in the output process:

yt ¼ ð1� yÞyn þ yyt�1 þ aðpt � pe
t Þ þ e; 0 < y < 1:

Suppose the policymaker has a two-period horizon with objective function given by

L ¼ min E½Lt þ bLtþ1�;
where Li ¼ 1

2 ½lðyi � yn � kÞ2 þ p2
i �.

a. Derive the optimal commitment policy.

b. Derive the optimal policy under discretion without commitment.

c. How does the presence of persistence ðy > 0Þ a¤ect the inflation bias?

9. Suppose the central bank’s objective is to minimize

V ¼ 1

2
lðu� kunÞ2 þ 1

2
p2;

where u is the unemployment rate and un is the natural rate of unemployment, with

k < 1. If the economy is described by

u ¼ un � aðp� peÞ;
what is the equilibrium rate of inflation under discretion? How does a fall in un a¤ect

the equilibrium rate of inflation?

326 7 Discretionary Policy and Time Inconsistency



10. Suppose that the private sector forms expectations according to

pe
t ¼ p� if pt�1 ¼ pe

t�1

pe
t ¼ alk otherwise:

If the central bank’s objective function is the discounted present value of the single-

period loss function given by (7.2), and its discount rate is b, what is the minimum

value of p� that can be sustained in equilibrium?

11. (Based on Cukierman and Liviatan 1991) Assume that there are two central bank

types with common preferences given by (7.1), but type D always delivers what it

announces, whereas type W acts opportunistically. Assume that output is given by

(7.3), with e1 0. Using a two-period framework, show how output behaves under

each type in (a) a pooling equilibrium and (b) a separating equilibrium. Are there

any values of b such that welfare is higher if a type W central bank is setting policy?

12. Suppose there are two possible policymaker types: a commitment type ðCÞ whose
announced target represents a commitment, and an opportunistic type ðOÞ who is

not necessarily bound by the target. The objective of both types is to maximize

Aðp1 � pe
1Þ �

p2
1

2
þ b Aðp2 � pe

2Þ �
p2
2

2

� �
; ð7:28Þ

where pj and pe
j , j ¼ 1; 2 are actual and expected inflation in period j respectively,

0a ba 1 is a discount factor, and A is a positive parameter. Assume that the type

in o‰ce in the first period remains in o‰ce also in the second period. The public

does not know which type is in o‰ce but believes, at the beginning of period 1, that

the probability that a preannounced inflation target has been issued by type C is

0a p1 a 1 (this is the first-period reputation of policymakers). The timing of moves

within each period is as follows. First, the policymaker in o‰ce announces the infla-

tion target for that period. Then inflationary expectations are formed. Following

that, the policymaker picks the actual rate of inflation.

a. Derive the policy plans of each of the two types, when in o‰ce, in the second pe-

riod. What is the intuition underlying your answer?

b. Let p2 be the reputation of policymakers at the beginning of the second period.

Find (and motivate) an expression for the public’s (rational) expectation of inflation

for that period.

c. Derive the policy plans of each of the two types, when in o‰ce, in the first period,

and explain your results intuitively.

d. What is the relationship between second- and first-period reputations in equilib-

rium? Why?
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e. How does the discount factor, b, a¤ect the rates of inflation planned by each of

the two types in the first period? Why?

13. Assume that nominal wages are set at the start of each period but that wages are

partially indexed against inflation. Suppose wc is the contract nominal wage and the

actual nominal wage is w ¼ wc þ kðpt � pt�1Þ, where k is the indexation parameter.

Show how indexation a¤ects the equilibrium rate of inflation under pure discretion.

What is the e¤ect on average inflation of an increase in k? Explain.

14. (Beetsma and Jensen 1998) Suppose the social loss function is equal to

V s ¼ 1

2
E½lðy� yn � kÞ2 þ p2�;

and the central bank’s loss function is given by

V cb ¼ 1

2
E½ðl� yÞðy� yn � kÞ2 þ ð1þ yÞðp� pTÞ2� þ tp;

where y is a mean zero stochastic shock to the central bank’s preferences, pT is an

inflation target assigned by the government, and tp is a linear inflation contract with

t a parameter chosen by the government. Assume that the private sector forms

expectations before observing y. Let y ¼ yn þ ðp� peÞ þ e and p ¼ Dmþ v. Finally,

assume that y and the supply shock e are uncorrelated.

a. Suppose the government only assigns an inflation target (so t ¼ 0). What is the

optimal value for pT ?

b. Suppose the government only assigns a linear inflation contract (so pT ¼ 0). What

is the optimal value for t?

c. Is the expected social loss lower under the inflation target arrangement or the in-

flation contract arrangement?
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8 New Keynesian Monetary Economics

8.1 Introduction

In the 1970s, 1980s, and early 1990s, models used for monetary policy analysis com-

bined the assumption of nominal rigidity with a simple structure that linked the

quantity of money to aggregate spending. Although the theoretical foundations of

these models were weak, the approach proved remarkably useful in addressing a

wide range of monetary policy topics.1 Today, the standard approach in monetary

economics and monetary policy analysis incorporates nominal wage or price rigidity

into a dynamic stochastic general equilibrium (DSGE) framework that is based on

optimizing behavior by the agents in the model.

These modern DSGE models with nominal frictions are commonly labeled new

Keynesian models because, like older versions of models in the Keynesian tradition,

aggregate demand plays a central role in determining output in the short run, and

there is a presumption that some fluctuations both can be and should be dampened

by countercylical monetary or fiscal policy.2 Early examples of models with these

properties include those of Yun (1996); Goodfriend and King (1998); Rotemberg

and Woodford (1995; 1998); and McCallum and Nelson (1999). Galı́ (2002) discusses

the derivation of the model’s equilibrium conditions, and book-length treatments of

the new Keynesian model are provided by Woodford (2003a) and Galı́ (2008).

The first section of this chapter shows how a basic money-in-the-utility function

(MIU) model, combined with the assumption of monopolistically competitive goods

markets and price stickiness, can form the basis for a simple linear new Keynesian

model.3 The model is a consistent general equilibrium model in which all agents

face well-defined decision problems and behave optimally, given the environment in

1. Chapter 7 provided a taste of the many interesting insights obtained from these models.

2. Goodfriend and King (1998) proposed the name ‘‘the new neoclassical synthesis’’ to emphasize the con-
nection with neoclassical rather than Keynesian traditions.

3. See chapter 2 for a discussion of money-in-the-utility function (MIU) models.



which they find themselves. To obtain a canonical new Keynesian model, three key

modifications will be made to the MIU model of chapter 2. First, endogenous varia-

tions in the capital stock are ignored. This follows McCallum and Nelson (1999),

who showed that, at least for the United States, there is little relationship between

the capital stock and output at business cycle frequencies. Endogenous capital stock

dynamics play a key role in equilibrium business cycle models in the real business

cycle tradition, but as Cogley and Nason (1995) showed, the response of investment

and the capital stock to productivity shocks actually contributes little to the dynam-

ics implied by such models. For simplicity, then, the capital stock will be ignored.4

Second, the single final good in the MIU model is replaced by a continuum of dif-

ferentiated goods produced by monopolistically competitive firms. These firms face

constraints on their ability to adjust prices, thus introducing nominal price stickiness

into the model. In the basic model, nominal wages will be allowed to fluctuate freely,

although section 8.3.6 explores the implications of assuming that both prices and

wages are sticky.

Third, monetary policy is represented by a rule for setting the nominal rate of in-

terest. Most central banks today use a short-term nominal interest rate as their in-

strument for implementing monetary policy. The nominal quantity of money is then

endogenously determined to achieve the desired nominal interest rate. Important

issues are involved in choosing between money supply policy procedures and interest

rate procedures; these are discussed in chapter 11.

These three modifications yield a new Keynesian framework that is consistent with

optimizing behavior by private agents and incorporates nominal rigidities yet is sim-

ple enough to use for exploring a number of policy issues. It can be linked directly to

the more traditional aggregate supply-demand (AS-IS-LM) model that long served

as one of the workhorses for monetary policy analysis and is still common in most

undergraduate texts. Once the basic framework has been developed, section 8.4 con-

siders optimal policy as well as a variety of policy issues.

8.2 The Basic Model

The model consists of households and firms. Households supply labor, purchase

goods for consumption, and hold money and bonds, and firms hire labor and pro-

duce and sell di¤erentiated products in monopolistically competitive goods markets.

The basic model of monopolistic competition is drawn from Dixit and Stiglitz (1977).

4. However, Dotsey and King (2001) and Christiano, Eichenbaum, and Evans (2005) emphasized the im-
portance of variable capital utilization for understanding the behavior of inflation. Firm-specific capital in
a new Keynesian framework was analyzed by Altig et al. (2005).
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The model of price stickiness is taken from Calvo (1983).5 Each firm sets the price

of the good it produces, but not all firms reset their price in each period. Households

and firms behave optimally; households maximize the expected present value of util-

ity, and firms maximize profits. There is also a central bank that controls the nominal

rate of interest. Initially, the central bank, in contrast to households and firms, is not

assumed to behave optimally; optimal policy is explored in section 8.4.

8.2.1 Households

The preferences of the representative household are defined over a composite

consumption good Ct, real money balances Mt=Pt, and the time devoted to market

employment Nt. Households maximize the expected present discounted value of

utility:

Et

Xy
i¼0

b i C1�s
tþi

1� s
þ g

1� b

Mtþi

Ptþi

� �1�b

� w
N

1þh
tþi

1þ h

" #
: ð8:1Þ

The composite consumption good consists of di¤erentiated products produced by

monopolistically competitive final goods producers (firms). There is a continuum of

such firms of measure 1, and firm j produces good cj . The composite consumption

good that enters the household’s utility function is defined as

Ct ¼
ð1
0

c
ðy�1Þ=y
jt dj

� �y=ðy�1Þ
; y > 1: ð8:2Þ

The household’s decision problem can be dealt with in two stages. First, regardless

of the level of Ct the household decides on, it will always be optimal to purchase the

combination of individual goods that minimizes the cost of achieving this level of the

composite good. Second, given the cost of achieving any given level of Ct, the house-

hold chooses Ct, Nt, and Mt optimally.

Dealing first with the problem of minimizing the cost of buying Ct, the household’s

decision problem is

min
cjt

ð 1
0

pjtcjt dj

subject to

ð1
0

c
ðy�1Þ=y
jt dj

� �y=ðy�1Þ
bCt; ð8:3Þ

5. See section 6.2.3.

8.2 The Basic Model 331



where pjt is the price of good j. Letting ct be the Lagrangian multiplier on the con-

straint, the first-order condition for good j is

pjt � ct

ð1
0

c
ðy�1Þ=y
jt dj

� �1=ðy�1Þ
c
�1=y
jt ¼ 0:

Rearranging, cjt ¼ ðpjt=ctÞ�y
Ct. From the definition of the composite level of con-

sumption (8.2), this implies

Ct ¼
" ð1

0

pjt

ct

� ��y

Ct

" #ðy�1Þ=y
dj

#y=ðy�1Þ
¼ 1

ct

� ��y ð1
0

p1�y
jt dj

� �y=ðy�1Þ
Ct:

Solving for ct,

ct ¼
ð1
0

p1�y
jt dj

� �1=ð1�yÞ
1Pt: ð8:4Þ

The Lagrangian multiplier is the appropriately aggregated price index for consump-

tion. The demand for good j can then be written as

cjt ¼ pjt

Pt

� ��y

Ct: ð8:5Þ

The price elasticity of demand for good j is equal to y. As y ! y, the individual

goods become closer and closer substitutes, and consequently individual firms will

have less market power.

Given the definition of the aggregate price index in (8.4), the budget constraint of

the household is, in real terms,

Ct þMt

Pt

þ Bt

Pt

¼ Wt

Pt

� �
Nt þMt�1

Pt

þ ð1þ it�1Þ Bt�1

Pt

� �
þPt; ð8:6Þ

where Mt ðBtÞ is the household’s nominal holdings of money (one-period bonds).

Bonds pay a nominal rate of interest it. Real profits received from firms are equal to

Pt.

In the second stage of the household’s decision problem, consumption, labor sup-

ply, money, and bond holdings are chosen to maximize (8.1) subject to (8.6). This

leads to the following conditions, which, in addition to the budget constraint, must

hold in equilibrium:

C�s
t ¼ bð1þ itÞEt

Pt

Ptþ1

� �
C�s

tþ1 ð8:7Þ
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g Mt

Pt

� 	�b

C�s
t

¼ it

1þ it
ð8:8Þ

wN
h
t

C�s
t

¼ Wt

Pt

: ð8:9Þ

These conditions represent the Euler condition for the optimal intertemporal alloca-

tion of consumption, the intratemporal optimality condition setting the marginal rate

of substitution between money and consumption equal to the opportunity cost of

holding money, and the intratemporal optimality condition setting the marginal rate

of substitution between leisure and consumption equal to the real wage.6

8.2.2 Firms

Firms maximize profits, subject to three constraints. The first is the production func-

tion summarizing the available technology. For simplicity, capital is ignored, so out-

put is a function solely of labor input Njt and an aggregate productivity disturbance

Zt:

cjt ¼ ZtNjt; EðZtÞ ¼ 1;

where constant returns to scale have been assumed. The second constraint on the

firm is the demand curve each firm faces. This is given by (8.5). The third constraint

is that in each period some firms are not able to adjust their price. The specific model

of price stickiness used here is due to Calvo (1983). Each period, the firms that adjust

their price are randomly selected, and a fraction 1� o of all firms adjust while the

remaining o fraction do not adjust. The parameter o is a measure of the degree of

nominal rigidity; a larger o implies that fewer firms adjust each period and that the

expected time between price changes is longer. Those firms that do adjust their price

at time t do so to maximize the expected discounted value of current and future prof-

its. Profits at some future date tþ s are a¤ected by the choice of price at time t only if

the firm has not received another opportunity to adjust between t and tþ s. The

probability of this is o s.7

Before analyzing the firm’s pricing decision, consider its cost minimization prob-

lem, which involves minimizing WtNjt subject to producing cjt ¼ ZtNjt. This problem

can be written, in real terms, as

6. See chapter 2 for further discussion of these first-order conditions in an MIU model.

7. In this formulation, the degree of nominal rigidity, as measured by o, is constant, and the probability
that a firm has adjusted its price is a function of time, not of the current state. State-dependent pricing
models were discussed in section 6.2.5.

8.2 The Basic Model 333



min
Nt

Wt

Pt

� �
Nt þ jtðcjt � ZtNjtÞ;

where jt is equal to the firm’s real marginal cost. The first-order condition implies

jt ¼
Wt=Pt

Zt

: ð8:10Þ

The firm’s pricing decision problem then involves picking pjt to maximize

Et

Xy
i¼0

o iDi; tþi

pjt

Ptþi

� �
cjtþi � jtþicjtþi

� �
;

where the discount factor Di; tþi is given by b iðCtþi=CtÞ�s. Using the demand curve

(8.5) to eliminate cjt, this objective function can be written as

Et

Xy
i¼0

o iDi; tþi

pjt

Ptþi

� �1�y

� jtþi

pjt

Ptþi

� ��y
" #

Ctþi:

While individual firms produce di¤erentiated products, they all have the same pro-

duction technology and face demand curves with constant and equal demand elastic-

ities. In other words, they are essentially identical except that they may have set their

current price at di¤erent dates in the past. However, all firms adjusting in period t

face the same problem, so all adjusting firms will set the same price. Let p�
t be the

optimal price chosen by all firms adjusting at time t. The first-order condition for

the optimal choice of p�
t is

Et

Xy
i¼0

o iDi; tþi ð1� yÞ p�
t

Ptþi

� �
þ yjtþi

� �
1

p�
t

� �
p�
t

Ptþi

� ��y

Ctþi ¼ 0: ð8:11Þ

Using the definition of Di; tþi, (8.11) can be rearranged to yield

p�
t

Pt

� �
¼ y

y� 1

� �Et

Py
i¼0 o

ib iC1�s
tþi jtþi

Ptþi

Pt

� 	y
Et

Py
i¼0 o

ib iC 1�s
tþi

Ptþi

Pt

� 	y�1
: ð8:12Þ

Consider the case in which all firms are able to adjust their price every period

ðo ¼ 0Þ. When o ¼ 0, (8.12) reduces to

p�
t

Pt

� �
¼ y

y� 1

� �
jt ¼ mjt: ð8:13Þ
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Each firm sets its price p�
t equal to a markup m > 1 over its nominal marginal cost

Ptjt. This is the standard result in a model of monopolistic competition. Because

price exceeds marginal cost, output will be ine‰ciently low. When prices are flexible,

all firms charge the same price. In this case, p�
t ¼ Pt and jt ¼ 1=m. Using the defini-

tion of real marginal cost, this means Wt=Pt ¼ Zt=m < Zt in a flexible-price equilib-

rium. However, the real wage must also equal the marginal rate of substitution

between leisure and consumption to be consistent with household optimization. This

condition implies, from (8.9), that

wN
h
t

C�s
t

¼ Wt

Pt

¼ Zt

m
: ð8:14Þ

Goods market clearing and the production function imply that Ct ¼ Yt and

Nt ¼ Yt=Zt. Using these conditions in (8.14), and letting Y
f
t denote equilibrium out-

put under flexible prices, Y f
t is given by

Y
f
t ¼ 1

wm

� �1=ðsþhÞ
Z

ð1þhÞ=ðsþhÞ
t : ð8:15Þ

When prices are flexible, output is a function of the aggregate productivity shock,

reflecting the fact that in the absence of sticky prices, the new Keynesian model

reduces to a real business cycle model.

When prices are sticky ðo > 0Þ, output can di¤er from the flexible-price equilib-

rium level. Because a firm will not adjust its price every period, (8.12) shows it must

take into account expected future marginal cost as well as current marginal cost

whenever it has an opportunity to adjust its price.

The aggregate price index is an average of the price charged by the fraction 1� o

of firms setting their price in period t and the average of the remaining fraction o of

all firms that do not change their price in period t. However, because the adjusting

firms were selected randomly from among all firms, the average price of the non-

adjusters is just the average price of all firms that prevailed in period t� 1. Thus,

from (8.4), the average price in period t satisfies

P1�y
t ¼ ð1� oÞðp�

t Þ1�y þ oP1�y
t�1 : ð8:16Þ

To summarize, (8.7)–(8.10), (8.12), (8.14), and (8.16) represent a system in Ct, Nt,

M=Pt, Yt, jt, Pt, p
�
t , Wt=Pt, and it that can be combined with the aggregate produc-

tion function, Yt ¼ ZtNt, and a specification of monetary policy to determine the

economy’s equilibrium.
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8.3 A Linearized New Keynesian Model

One reason for the popularity of the new Keynesian model is that it allows for a sim-

ple linear representation in terms of an inflation adjustment equation, or Phillips

curve, and an output and real interest rate relationship that corresponds to the IS

curve of undergraduate macroeconomics. To derive this linearized version of the

model, let x̂xt denote the percentage deviation of a variable Xt around its steady state

and let the superscript f denote the flexible-price equilibrium. The equilibrium con-

ditions in the model will be linearized around a steady state in which the inflation

rate is zero.

8.3.1 The Linearized Phillips Curve

Equations (8.12) and (8.16) can be approximated around a zero average inflation,

steady-state equilibrium to obtain an expression for aggregate inflation (see section

8.6.1 of the chapter appendix) of the form

pt ¼ bEtptþ1 þ ~kkĵjt; ð8:17Þ
where

~kk ¼ ð1� oÞð1� boÞ
o

is an increasing function of the fraction of firms able to adjust each period and ĵjt
is real marginal cost, expressed as a percentage deviation around its steady-state

value.8

Equation (8.17) is often referred to as the new Keynesian Phillips curve. Unlike

more traditional Phillips curve equations, the new Keynesian Phillips curve implies

that real marginal cost is the correct driving variable for the inflation process. It

also implies that the inflation process is forward-looking, with current inflation a

function of expected future inflation. When a firm sets its price, it must be concerned

with inflation in the future because it may be unable to adjust its price for several

periods. Solving (8.17) forward,

pt ¼ ~kk
Xy
i¼0

b iEtĵjtþi;

which shows that inflation is a function of the present discounted value of current

and future real marginal costs.

8. Ascari (2004) showed that the behavior of inflation in the Calvo model can be significantly a¤ected if
steady-state inflation is not zero.
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The new Keynesian Phillips curve also di¤ers from traditional Phillips curves in

having been derived explicitly from a model of optimizing behavior on the part of

price setters, conditional on the assumed economic environment (monopolistic com-

petition, constant elasticity demand curves, and randomly arriving opportunities to

adjust prices). This derivation reveals how ~kk, the impact of real marginal cost on in-

flation, depends on the structural parameters b and o. An increase in b means that

the firm gives more weight to future expected profits. As a consequence, ~kk declines;

inflation is less sensitive to current marginal costs. Increased price rigidity (a rise in

o) reduces ~kk; with opportunities to adjust arriving less frequently, the firm places less

weight on current marginal cost (and more on expected future marginal costs) when

it does adjust its price.

Equation (8.17) implies that inflation depends on real marginal cost and not di-

rectly on a measure of the gap between actual output and some measure of potential

output or on a measure of unemployment relative to the natural rate, as is typical in

traditional Phillips curves.9 However, real marginal costs can be related to an output

gap measure. The firm’s real marginal cost is equal to the real wage it faces divided

by the marginal product of labor (see (8.10)). In a flexible-price equilibrium, all firms

set the same price, so (8.13) implies that real marginal cost will equal its steady-state

value of 1=m. Because nominal wages have been assumed to be completely flexible,

the real wage must, according to (8.9), equal the marginal rate of substitution be-

tween leisure and consumption. Expressed in terms of percentage deviations around

the steady state, (8.9) implies that ŵwt � p̂pt ¼ hn̂nt þ sŷyt. Recalling that ĉct ¼ ŷyt and

ŷyt ¼ n̂nt þ ẑzt, the percentage deviation of real marginal cost around its steady-state

value is

ĵjt ¼ ðŵwt � p̂ptÞ � ð ŷyt � n̂ntÞ

¼ ðsþ hÞ ŷyt �
1þ h

sþ h

� �
ẑzt

� �
:

To interpret the term involving ẑzt, linearize (8.15) giving flexible-price output to

obtain

ŷy
f
t ¼ 1þ h

sþ h

� �
ẑzt: ð8:18Þ

Thus, (8.18) can be used to express real marginal cost as

ĵjt ¼ gð ŷyt � ŷy
f
t Þ; ð8:19Þ

9. See Ravenna and Walsh (2008) and Blanchard and Gali (2008) for models of labor market frictions that
relate inflation to unemployment.
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where g ¼ sþ h. Using this result, the inflation adjustment equation (8.17) becomes

pt ¼ bEtptþ1 þ kxt; ð8:20Þ
where k ¼ g~kk ¼ gð1� oÞð1� boÞ=o and xt 1 ŷyt � ŷy

f
t is the gap between actual out-

put and flexible-price equilibrium output.

The preceding assumed that firms face constant returns to scale. If, instead, each

firm’s production function is cjt ¼ ZtN
a
jt , where 0 < aa 1, then the results must be

modified slightly. When a < 1, firms with di¤erent production levels will face di¤er-

ent marginal costs, and real marginal cost for firm j will equal

jjt ¼
Wt=Pt

aZtN
a�1
jt

¼ Wt=Pt

acjt=Njt

:

Linearizing this expression for firm j 0s real marginal cost and using the production

function yields

ĵjjt ¼ ðŵwt � p̂ptÞ � ðĉcjt � n̂njtÞ ¼ ðŵwt � p̂ptÞ �
a� 1

a

� �
ĉcjt � 1

a

� �
ẑzt: ð8:21Þ

Marginal cost for the individual firm can be related to average marginal cost, jt ¼
ðWt=PtÞ=ðaCt=NtÞ, where

Nt ¼
ð1
0

Njt dj ¼
ð1
0

cjt

Zt

� �1=a
dj ¼ Ct

Zt

� �1=að1
0

pjt

Pt

� ��y=a

dj:

When this last expression is linearized around a zero inflation steady state, the final

term involving the dispersion of relative prices turns out to be of second order,10 so

one obtains

n̂nt ¼ 1

a

� �
ðĉct � ẑztÞ

and

ĵjt ¼ ðŵwt � p̂ptÞ � ðĉct � n̂ntÞ ¼ ðŵwt � p̂ptÞ �
a� 1

a

� �
ĉct � 1

a

� �
ẑzt: ð8:22Þ

Subtracting (8.22) from (8.21) gives

10. When linearized, the last term becomes

� y

a

� �ð
ð p̂pjt � p̂ptÞ dj;

but to a first-order approximation,
Ð
p̂pjt dj ¼ p̂pt, so the price dispersion term is approximately equal to

zero.
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ĵjjt � ĵjt ¼ � a� 1

a

� �
ðĉcjt � ĉctÞ:

Finally, employing the demand relationship (8.5) to express ĉcjt � ĉct in terms of rela-

tive prices,

ĵjjt ¼ ĵjt �
yð1� aÞ

a

� �
ð p̂pjt � p̂ptÞ:

Firms with relatively high prices (and therefore low output) will have relatively low

real marginal costs. In the case of constant returns to scale ða ¼ 1Þ, all firms face the

same marginal cost. Sbordone (2002) and Galı́, Gertler, and López-Salido (2001)

showed that when a < 1, the new Keynesian inflation adjustment equation becomes11

pt ¼ bEtptþ1 þ ~kk
a

aþ yð1� aÞ
� �

ĵjt:

In addition, the labor market equilibrium condition under flexible prices becomes

Wt

Pt

¼ aZtN
a�1
t

m
¼ wN

h
t

C�s
t

;

which implies flexible-price output is

ŷy
f
t ¼ 1þ h

1þ hþ aðs� 1Þ
� �

ẑzt:

When a ¼ 1, this reduces to (8.18).

8.3.2 The Linearized IS Curve

Equation (8.20) relates output to inflation in the form of the deviation around the

level of output that would occur in the absence of nominal price rigidity. It forms

one of the two key components of an optimizing model that can be used for mone-

tary policy analysis. The other component is a linearized version of the household’s

Euler condition, (8.7). Because consumption is equal to output in this model (there

is no government or investment because capital has been ignored), (8.7) can be

approximated around the zero inflation steady state as12

ŷyt ¼ Etŷytþ1 �
1

s

� �
ð{̂{t � Etptþ1Þ; ð8:23Þ

11. See the chapter appendix for further details on the derivation.

12. See the chapter 2 appendix for details on linearizing the Euler condition; ĉct ¼ ŷyt is used in (8.23).
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where {̂{t is the deviation of the nominal interest rate from its steady-state value.

Expressing this in terms of the output gap xt ¼ ŷyt � ŷy
f
t ,

xt ¼ Etxtþ1 � 1

s

� �
ð{̂{t � Etptþ1Þ þ ut; ð8:24Þ

where ut 1Etŷy
f
tþ1 � ŷy

f
t depends only on the exogenous productivity disturbance (see

(8.18)). Combining (8.24) with (8.20) gives a simple two-equation, forward-looking,

rational-expectations model for inflation and the output gap measure xt, once the be-

havior of the nominal rate of interest is specified.13 This two-equation model consists

of the equilibrium conditions for a well-specified general equilibrium model. The

equations appear broadly similar, however, to the types of aggregate demand and ag-

gregate supply equations commonly found in intermediate-level macroeconomics

textbooks. Equation (8.24) represents the demand side of the economy (an expecta-

tional, forward-looking IS curve), and the new Keynesian Phillips curve (8.20) corre-

sponds to the supply side. In fact, both equations are derived from optimization

problems, with (8.24) based on the Euler condition for the representative household’s

decision problem and (8.20) derived from the optimal pricing decisions of individual

firms.

There is a long tradition of using two-equation, aggregate demand–aggregate sup-

ply (AD-AS) models in intermediate-level macroeconomic and monetary policy anal-

ysis. Models in the AD-AS tradition are often criticized as ‘‘starting from curves’’

rather than starting from the primitive tastes and technology from which behavioral

relationships can be derived, given maximizing behavior and a market structure

(Sargent 1982). This criticism does not apply to (8.24) and (8.20). The parameters

appearing in these two equations are explicit functions of the underlying structural

parameters of the production and utility functions and the assumed process for price

adjustment.14 And (8.24) and (8.20) contain expectations of future variables; the

absence of this type of forward-looking behavior is a critical shortcoming of older

AD-AS frameworks. The importance of incorporating a role for future income was

emphasized by Kerr and King (1996).

Equations (8.24) and (8.20) contain three variables: the output gap, inflation, and

the nominal interest rate. The model can be closed by assuming that the central bank

implements monetary policy through control of the nominal interest rate.15 Alterna-

tively, if the central bank implements monetary policy by setting a path for the nom-

13. With the nominal interest rate treated as the monetary policy instrument, (8.8) simply determines the
real quantity of money in equilibrium.

14. The process for price adjustment, however, has not been derived from the underlying structure of the
economic environment.

15. Important issues of price level determinacy arise under interest rate–setting policies (see chapter 11).
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inal supply of money, (8.24) and (8.20), together with the linearized version of (8.8),

determine xt, pt, and {̂{t.16

8.3.3 Uniqueness of the Equilibrium

If a policy rule for the nominal interest rate is added to the model, this must be done

with care to ensure that the policy rule does not render the system unstable or intro-

duce multiple equilibria. For example, suppose monetary policy is represented by the

following purely exogenous process for {̂{t:

{̂{t ¼ vt; ð8:25Þ
where vt is a stationary stochastic process. Combining (8.25) with (8.24) and (8.20),

the resulting system of equations can be written as

1 s�1

0 b

� �
Etxtþ1

Etptþ1

� �
¼ 1 0

�k 1

� �
xt

pt

� �
þ s�1vt � ut

0

� �
:

Premultiplying both sides by the inverse of the matrix on the left produces

Etxtþ1

Etptþ1

� �
¼ M

xt

pt

� �
þ s�1vt � ut

0

� �
; ð8:26Þ

where

M ¼
1þ k

sb
� 1

sb

� k
b

1
b

" #
:

Equation (8.26) has a unique stationary solution for the output gap and inflation if

and only if the number of eigenvalues of M outside the unit circle is equal to the

number of forward-looking variables, in this case, two (Blanchard and Kahn 1980).

However, only the largest eigenvalue of this matrix is outside the unit circle, implying

that multiple bounded equilibria exist and that the equilibrium is locally indetermi-

nate. Stationary sunspot equilibria are possible.

This example illustrates that an exogenous policy rule—one that does not respond

to the endogenous variables x and p—introduces the possibility of multiple equilib-

ria. To understand why, consider what would happen if expected inflation were to

rise. Since (8.25) does not allow for any endogenous feedback from this rise in ex-

pected inflation to the nominal interest rate, the real interest rate must fall. This de-

cline in the real interest rate is expansionary, and the output gap increases. The rise

16. An alternative approach (see section 8.4) specifies an objective function for the monetary authority and
then derives the policymaker’s decision rule for setting the nominal interest rate.
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in output increases actual inflation, according to (8.20). Thus, a change in expected

inflation, even if due to factors unrelated to the fundamentals of inflation, can set o¤

a self-fulfilling change in actual inflation.

This discussion suggests that a policy that raised the nominal interest rate when in-

flation rose, and raised {̂{t enough to increase the real interest rate so that the output

gap fell, would be su‰cient to ensure a unique equilibrium. For example, suppose

the nominal interest rate responds to inflation according to the rule

{̂{t ¼ dpt þ vt: ð8:27Þ
Combining (8.27) with (8.24) and (8.20), {̂{t can be eliminated, and the resulting sys-

tem is written as

Etxtþ1

Etptþ1

� �
¼ N

xt

pt

� �
þ s�1vt � ut

0

� �
; ð8:28Þ

where

N ¼ 1þ k
sb

bd�1
sb

� k
b

1
b

" #
:

Bullard and Mitra (2002) showed that a unique stationary equilibrium exists as long

as d > 1.17 Setting d > 1 is referred to as the Taylor principle, because John Taylor

was the first to stress the importance of interest rate rules that called for responding

more than one-for-one to changes in inflation.

Suppose that instead of reacting solely to inflation, as in (8.27), the central bank

responds to both inflation and the output gap according to

{̂{t ¼ dppt þ dxxt þ vt:

This type of policy rule is called a Taylor rule (Taylor 1993a), and variants of it have

been shown to provide a reasonable empirical description of the policy behavior of

many central banks (Clarida, Galı́, and Gertler 2000).18 With this policy rule, Bul-

lard and Mitra (2002) showed that the condition necessary to ensure that the econ-

omy has a unique stationary equilibrium becomes

17. If the nominal interest rate is adjusted in response to expected future inflation (rather than current in-
flation), multiple solutions again become possible if {̂{t responds too strongly to Etp̂ptþ1. See Clarida, Galı́,
and Gertler (2000).

18. Sometimes the term Taylor rule is reserved for the case in which dp ¼ 1:5 and dx ¼ 0:5 when inflation
and the interest rate are expressed at annual rates. These are the values Taylor (1993a) found matched the
behavior of the federal funds rates rate during the Greenspan period.
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kðdp � 1Þ þ ð1� bÞdx > 0: ð8:29Þ
Determinacy now depends on both the policy parameters dp and dx. A policy that

failed to raise the nominal interest rate su‰ciently when inflation rose would lead to

a rise in aggregate demand and output. This rise in x could produce a rise in the real

interest rate that served to contract spending if dx were large. Thus, a policy rule with

dp < 1 could still be consistent with a unique stationary equilibrium. At a quarterly

frequency, however, b is about 0:99, so dx would need to be very large to o¤set a

value of dp much below 1.

The Taylor principle is an important policy lesson that has emerged from the

new Keynesian model. It has been argued that the failure of central banks such

as the Federal Reserve to respond su‰ciently strongly to inflation during the 1970s

provides an explanation for the rise in inflation experiences at the time (Lubik

and Schorfheide 2004). Further, Orphanides (2001) argued that estimated Taylor

rules for the Federal Reserve are sensitive to whether real-time data are used, and

he found a much weaker response to inflation in the 1987–1999 period based on

real-time data.19 Because the Taylor principle is based on the mapping from policy

response coe‰cients to eigenvalues in the state space representation of the model,

one would expect that the exact restrictions the policy responses must satisfy to

ensure determinacy will depend on the specification of the model. Two aspects of

the model have been explored that lead to significant modifications of the Taylor

principle.

First, Ascari and Ropele (2007) and Kiley (2007b) found that the Taylor rule can

be insu‰cient to ensure determinacy when trend inflation is positive rather than

zero as assumed when obtaining the standard linearized new Keynesian inflation

equation. For example, Coibion and Gorodnichenko (2008) showed, in a calibrated

model, that the central bank’s response to inflation would need to be over ten-to-one

to ensure determinacy if steady-state inflation exceeded 6 percent. However, many

models assume some form of indexation (see chapter 6), and for these models the

Taylor principle would continue to hold even in the face of a positive steady-state

rate of inflation.

Second, the Taylor principle can be significantly a¤ected when interest rates have

direct e¤ects on real marginal cost. Such an e¤ect, usually referred to as the cost

channel of monetary policy, is common in models in which firms need to finance

wage payments, as in Christiano, Eichenbaum, and Evans (2005) or Ravenna and

Walsh (2006), or in which search frictions in the labor market introduce an intertem-

poral aspect to the firm’s labor demand condition (Ravenna and Walsh 2008). For

19. Other papers employing real-time data to estimate policy rules include Rudebusch (2006) for the
United States and Papell, Molodtsova, and Nikolsko-Rzhevskyy (2008) for the United States and Germany.
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example, Llosa and Tuesta (2006), for a model with a cost channel, and Kurozumi

and Van Zandwedge (2008), for a model with search and matching frictions in the

labor market, found that satisfying the standard Taylor principle of responding

more than one-for-one to inflation need not ensure determinacy.

Finally, note that if vt and ut are zero for all t, the solution to (8.28) would be

pt ¼ xt ¼ 0 for all t. In this case, the parameter d in the policy rule (8.27) could not

be identified. As Cochrane (2007) emphasized, determinacy relies on assumptions

about how the central bank would respond to movements of inflation out of equilib-

rium. Estimated Taylor rules may not reveal how policy would react in circum-

stances that are not observed.

8.3.4 The Monetary Transmission Mechanism

The model consisting of (8.24) and (8.20) assumes that the impact of monetary policy

on output and inflation operates through the real rate of interest. As long as the cen-

tral bank is able to a¤ect the real interest rate through its control of the nominal in-

terest rate, monetary policy can a¤ect real output. Changes in the real interest rate

alter the optimal time path of consumption. An increase in the real rate of interest,

for instance, leads households to attempt to postpone consumption. Current con-

sumption falls relative to future consumption.20

Figure 8.1 illustrates the impact of a monetary policy shock (an increase in the

nominal interest rate) in the model consisting of (8.24), (8.20), and the policy rule

(8.27). The parameter values used in constructing the figure are b ¼ 0:99, s ¼ h ¼ 1,

d ¼ 1:5, and o ¼ 0:8. In addition, the policy shock vt in the policy rule is assumed to

follow an AR(1) process given by vt ¼ rvvt�1 þ et, with rv ¼ 0:5. The rise in the nom-

inal rate causes inflation and the output gap to fall immediately. This reflects the

forward-looking nature of both variables. In fact, all the persistence displayed by

the responses arises from the serial correlation introduced into the process for the

monetary shock vt. If rv ¼ 0, all variables return to their steady-state values in the

period after the shock.21

To emphasize the interest rate as the primary channel through which monetary

influences a¤ect output, it is convenient to express the output gap as a function of

an interest rate gap, the gap between the current interest rate and the interest rate

consistent with the flexible-price equilibrium. For example, let r̂rt 1 {̂{t � Etptþ1 be

the real interest rate, and write (8.24) as

20. Estrella and Fuhrer (2002) noted that the forward-looking Euler equation implies counterfactual
dynamics; (8.24) implies that Etĉctþ1 � ĉct ¼ s�1ð{̂{t � Etptþ1Þ, so that a rise in the real interest rate means
that consumption must increase from t to tþ 1.

21. See Galı́ (2002) for a discussion of the monetary transmission mechanism incorporated in the basic
new Keynesian model.
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xt ¼ Etxtþ1 � 1

s

� �
ðr̂rt � ~rrtÞ;

where ~rrt 1 sut. Woodford (2000) labeled ~rrt the Wicksellian real interest rate. It is the

interest rate consistent with output equaling the flexible-price equilibrium level. If

r̂rt ¼ ~rrt for all t, then xt ¼ 0 and output is kept equal to the level that would arise in

the absence of nominal rigidities. The interest rate gap r̂rt � ~rrt then summarizes the

e¤ects on the actual equilibrium that are due to nominal rigidities.22

The presence of expected future output in (8.24) implies that the future path of

the one-period real interest rate matters for current demand. To see this, recursively

solve (8.24) forward to yield

xt ¼ � 1

s

� �Xy
i¼0

Etðr̂rtþi � ~rrtþiÞ:

Figure 8.1
Response of output, inflation, and real interest rate to a policy shock in the new Keynesian model.

22. Neiss and Nelson (2001) used a structural model to estimate the real interest rate gap r̂rt � ~rrt and found
that it has value as a predictor of inflation.
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Changes in the one-period rate that are persistent will influence expectations of fu-

ture interest rates. Therefore, persistent changes should have stronger e¤ects on xt
than more temporary changes in real interest rates.

The basic interest rate transmission mechanism for monetary policy could be

extended to include e¤ects on investment spending if capital were reintroduced into

the model (Christiano, Eichenbaum, and Evans 2005; Dotsey and King 2001). In-

creases in the real interest rate would reduce the demand for capital and lead to a

fall in investment spending. In the case of both investment and consumption, mone-

tary policy e¤ects are transmitted through interest rates.

In addition to these interest rate channels, monetary policy is often thought to

a¤ect the economy either indirectly through credit channels or directly through the

quantity of money. Real money holdings represent part of household wealth; an in-

crease in real balances should induce an increase in consumption spending through a

wealth e¤ect. This channel is often called the Pigou e¤ect and was viewed as generat-

ing a channel through which price level declines during a depression would eventu-

ally increase real balances and household wealth su‰ciently to restore consumption

spending. During the Keynesian/monetarist debates of the 1960s and early 1970s,

some monetarists argued for a direct wealth e¤ect that linked changes in the money

supply directly to aggregate demand (Patinkin 1965). The e¤ect of money on aggre-

gate demand operating through interest rate e¤ects was viewed as a Keynesian inter-

pretation of the transmission mechanism, whereas most monetarists argued that

changes in monetary policy lead to substitution e¤ects over a broader range of assets

than Keynesians normally considered. Since wealth e¤ects are likely to be small

at business cycle frequencies, most simple models used for policy analysis ignore

them.23

Direct e¤ects of the quantity of money are not present in the model used here; the

quantity of money appears in neither (8.24) nor (8.20). The underlying model was

derived from an MIU model, and the absence of money in (8.24) and (8.20) results

from the assumption that the utility function is separable (see (8.1)). If utility is not

separable, then changes in the real quantity of money alter the marginal utility of

consumption. This would a¤ect the model specification in two ways. First, the real

money stock would appear in the household’s Euler condition and therefore in

(8.24). Second, to replace real marginal cost with a measure of the output gap in

(8.20), the real wage was equated to the marginal rate of substitution between leisure

and consumption, and this would also involve real money balances if utility were

nonseparable (see problem 7 at the end of this chapter). Thus, the absence of money

constitutes a special case. However, McCallum and Nelson (1999) and Woodford

23. For an analysis of the real balance e¤ect, see Ireland (2001b).
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(2001b) argued that the e¤ects arising with nonseparable utility are quite small, so

that little is lost by assuming separability. Ireland (2001c) finds little evidence for

nonseparable preferences in a model estimated on U.S. data.

The quantity of money is not totally absent from the underlying model, since (8.8)

also must hold in equilibrium. Linearizing this equation around the steady state

yields24

m̂mt � p̂pt ¼
1

biss

� �
ðs ŷyt � {̂{tÞ: ð8:30Þ

Given the nominal interest rate chosen by the monetary policy authority, this equa-

tion determines the nominal quantity of money. Alternatively, if the policymaker sets

the nominal quantity of money, then (8.20), (8.24), and (8.30) must all be used to

solve jointly for xt, pt, and {̂{t.

Chapter 10 discusses the role of credit channels in the monetary transmission

process.

8.3.5 Adding Economic Disturbances

As the model consisting of (8.20) and (8.24) stands, there are no underlying non-

policy disturbances that might generate movements in either the output gap or infla-

tion other than the productivity disturbance that a¤ects the flexible-price output

level. It is common, however, to include in these equations stochastic disturbances

arising from other sources.

Suppose the representative household’s utility from consumption is subject to ran-

dom shocks that alter the marginal utility of consumption. Specifically, let the utility

function in (8.1) be modified to include a taste shock c:

Et

Xy
i¼0

b i ðctþiCtþiÞ1�s

1� s
þ g

1� b

Mtþi

Ptþi

� �1�b

� w
N

1þh
tþi

1þ h

" #
: ð8:31Þ

The Euler condition (8.7) becomes

c1�s
t C�s

t ¼ bð1þ itÞEtðPt=Ptþ1Þðc1�s
tþ1 C

�s
tþ1Þ;

which, when linearized around the zero inflation steady state yields

ĉct ¼ Etĉctþ1 � 1

s

� �
ð{̂{t � Etptþ1Þ þ s� 1

s

� �
ðEtctþ1 � ctÞ: ð8:32Þ

24. See the chapter 2 appendix.

8.3 A Linearized New Keynesian Model 347



If, in addition to consumption by households, the government purchases final out-

put Gt, the goods market equilibrium condition becomes Yt ¼ Ct þ Gt. When this is

expressed in terms of percentage deviations around the steady state, one obtains

ŷyt ¼
C

Y

� �ss
ĉct þ G

Y

� �ss
ĝgt:

Using this equation to eliminate ĉct from (8.32) and then replacing ŷyt with xt þ ŷy
f
t

yields an expression for the output gap ð ŷyt � ŷy
f
t Þ,

xt ¼ Etxtþ1 � ~ss�1ð{̂{t � Etptþ1Þ þ xt; ð8:33Þ
where ~ss�1 ¼ s�1ðC=Y Þss and

xt 1
s� 1

s

� �
C

Y

� �ss
ðEtctþ1 � ctÞ �

G

Y

� �ss
ðEtĝgtþ1 � ĝgtÞ þ ðEtŷy

f
tþ1 � ŷy

f
t Þ:

Equation (8.33) represents the Euler condition consistent with the representative

household’s intertemporal optimality condition linking consumption levels over time.

It is also consistent with the resource constraint Yt ¼ Ct þ Gt. The disturbance term

arises from taste shocks that alter the marginal utility of consumption, shifts in gov-

ernment purchases, and shifts in the flexible-price equilibrium output. In each case, it

is expected changes in c, g, and ŷy f that matter. For example, an expected rise in

government purchases implies that future consumption must fall. This reduces cur-

rent consumption.

The source of a disturbance term in the inflation adjustment equation is both more

critical for policy analysis and more controversial (section 8.4 takes up policy analy-

sis). It is easy to see why exogenous shifts in (8.20) can have important implications

for policy. Two commonly assumed objectives of monetary policy are to maintain a

low and stable average rate of inflation and to stabilize output around full employ-

ment. These two objectives are often viewed as presenting central banks with a trade-

o¤. A supply shock, such as an increase in oil prices, increases inflation and reduces

output. To keep inflation from rising calls for contractionary policies that would ex-

acerbate the decline in output; stabilizing output calls for expansionary policies that

would worsen inflation. However, if the output objective is interpreted as mean-

ing that output should be stabilized around its flexible-price equilibrium level, then

(8.20) implies that the central bank can always achieve a zero output gap (i.e., keep

output at its flexible-price equilibrium level) and simultaneously keep inflation equal

to zero. Solving (8.20) forward yields

pt ¼ k
Xy
i¼0

b iEtxtþi:
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By keeping current and expected future output equal to the flexible-price equilibrium

level, Etx̂xtþi ¼ 0 for all i, and inflation remains equal to zero. Blanchard and Galı́

(2007) described this as the ‘‘divine coincidence.’’ However, if an error term is added

to the inflation adjustment equation so that

pt ¼ bEtptþ1 þ kxt þ et; ð8:34Þ
then

pt ¼ k
Xy
i¼0

b iEtxtþi þ
Xy
i¼0

b iEtetþi:

As long as
Py

i¼0 b
iEtetþi 0 0, maintaining

Py
i¼0 b

iEtxtþi ¼ 0 is not su‰cient to en-

sure that inflation always remains equal to zero. A trade-o¤ between stabilizing out-

put and stabilizing inflation can arise. Disturbance terms in the inflation adjustment

equation are often called cost shocks or inflation shocks. Since these shocks ultimately

a¤ect only the price level, they are also called price shocks.

Clarida, Galı́, and Gertler (2001) suggested one means of introducing a sto-

chastic shock into the inflation adjustment equation. They added a stochastic wage

markup to represent deviations between the real wage and the marginal rate of sub-

stitution between leisure and consumption. Thus, the labor supply condition (8.9)

becomes

wN
h
t

C�s
t

� �
em

w
t ¼ Wt

Pt

;

where mw
t is a random disturbance.25 This could arise from shifts in tastes that a¤ect

the marginal utility of leisure. Or, if labor markets are imperfectly competitive, it

could arise from stochastic shifts in the markup of wages over the marginal rate of

substitution (Clarida, Galı́, and Gertler 2002). Having linearized around the steady

state, one obtains

hn̂nt þ sĉct þ mw
t ¼ ŵwt � p̂pt: ð8:35Þ

The real marginal cost variable becomes

25. With the utility function given in (8.31), this becomes

wN
h
t

C�s
t

� �
em

w
t

c1�s
t

 !
¼ Wt

Pt

;

showing that mw
t a¤ects the labor market condition in a manner similar to a taste shock.
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jt ¼ ðhn̂nt þ sĉctÞ � ð ŷyt � n̂ntÞ þ mw
t ;

and this suggests that the inflation adjustment equation becomes

pt ¼ bEtptþ1 þ g~kkxt þ ~kkmw
t : ð8:36Þ

In this formulation, mw
t is the source of inflation shocks.

Although this approach appears to provide an explanation for a disturbance term

to appear in the inflation adjustment equation, if mw
t reflects taste shocks that alter

the marginal rate of substitution between leisure and consumption, then mw
t also

a¤ects the flexible-price equilibrium level of output. The same would be true if mw
t

were a markup due to imperfect competition in the labor market. Thus, if the output

gap variable in the inflation adjustment equation is correctly measured as the devia-

tion of output from the flexible-price equilibrium level, mw
t no longer has a separate,

independent impact on pt.

Benigno and Woodford (2005) showed that a cost shock arises in the presence of

stochastic variation in the gap between the welfare-maximizing level of output and

the flexible-price equilibrium level of output. In the model developed so far, only

two distortions are present, one due to monopolistic competition and one due to

nominal price stickiness. The first distortion implies that the flexible-price output

level is below the e‰cient output level even when prices are flexible. However, this

wedge is constant, so when the model is linearized, percent deviations of the

flexible-price output and the e‰cient output around their respective steady-state val-

ues are equal. If there are time-varying distortions such as would arise with stochastic

variation in distortionary taxes, then fluctuations in the two output concepts will dif-

fer. In this case, if xw
t is the percent deviation of the welfare-maximizing output level

around its steady state (the welfare gap),

xt ¼ xw
t þ dt;

where dt represents these stochastic distortions. Since policymakers would be con-

cerned with stabilizing fluctuations in xw
t , the relevant constraint the policymaker

will face is obtained by rewriting the Phillips curve (8.20) as

pt ¼ bEtptþ1 þ kxt ¼ bEtptþ1 þ kxw
t þ kdt: ð8:37Þ

In this formulation, dt acts as a cost shock; stabilizing inflation in the face of nonzero

realizations of d cannot be achieved without creating volatility in the welfare gap xw
t .

One implication of (8.37) is that the variance of the cost shock will depend on k2.

Thus, if the degree of price rigidity is high, implying that k is small, cost shocks will

also be less volatile (see Walsh 2005a; 2005b).
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Recent models, particularly those designed to be taken to the data, introduce a dis-

turbance in the inflation equation by assuming that individual firms face random

variation in the price elasticity of demand, that is, yt becomes time-varying (see

8.13). This modification raises similar issues to those arising with the introduction of

a stochastic wage markup.

8.3.6 Sticky Wages and Prices

Erceg, Henderson, and Levin (2000) employed the Calvo specification to incorporate

sticky wages and sticky prices into an optimizing framework.26 The goods market

side of their model is identical in structure to the one developed in section 8.3.2.

However, they assumed that in the labor market individual households supply di¤er-

entiated labor services; firms combine these labor services to produce output. Output

is given by a standard production function, FðNt;KtÞ, but the labor aggregate is a

composite function of the individual types of labor services:

Nt ¼
ð1
0

n
ðg�1Þ=g
jt dj

� �g=ðg�1Þ
; g > 1;

where njt is the labor from household j that the firm employs. With this specification,

households face a demand for their labor services that depends on the wage they set

relative to the aggregate wage rate. Erceg, Henderson, and Levin assumed that a ran-

domly drawn fraction of households optimally set their wage each period, just as the

models of price stickiness assume that only a fraction of firms adjust their price each

period (see also Christiano, Eichenbaum, and Evans 2005; Sbordone 2001).

The model of inflation adjustment based on the Calvo specification implies that in-

flation depends on real marginal cost. In terms of deviations from the flexible-price

equilibrium, real marginal cost equals the gap between the real wage (o) and the

marginal product of labor ðmplÞ. Similarly, wage inflation (when linearized around

a zero inflation steady state) responds to a gap variable, but this time the appropriate

gap depends on a comparison between the real wage and the household’s marginal

rate of substitution between leisure and consumption. With flexible wages, as in the

earlier sections where only prices were assumed to be sticky, workers are always on

their labor supply curves; nominal wages can adjust to ensure that the real wage equals

the marginal rate of substitution between leisure and consumption ðmrsÞ. When nom-

inal wages are also sticky, however, ot and mrst can di¤er. If ot < mrst, workers will

want to raise their nominal wage when the opportunity to adjust arises. Letting pw
t

denote the rate of nominal wage inflation, Erceg, Henderson, and Levin showed that

26. Other models incorporating both wage and price stickiness include those of Guerrieri (2000); Ravenna
(2000); Christiano, Eichenbaum, and Evans (2001); and Sbordone (2001; 2002). This is now standard in
models being taken to the data.
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pw
t ¼ bEtp

w
tþ1 þ kwðmrst � otÞ: ð8:38Þ

From the definition of the real wage,

ot ¼ ot�1 þ pw
t � pt: ð8:39Þ

Equations (8.38) and (8.39), when combined with the new Keynesian Phillips curve

in which inflation depends on ot �mplt, constitute the inflation adjustment block of

an optimizing model with both wage and price rigidities.

8.4 Monetary Policy Analysis in New Keynesian Models

During the ten years after its introduction, the new Keynesian model became the

standard framework for monetary policy analysis. Clarida, Galı́, and Gertler (1999),

Woodford (2003a), McCallum and Nelson (1999), and Svensson and Woodford

(1999; 2005), among others, popularized this simple model for use in monetary policy

analysis. Galı́ (2002) and Galı́ and Gertler (2007) discussed some of the model’s

implications for monetary policy, and Galı́ (2008) provided an excellent treatment

of the model and its implications for policy.

As noted in section 8.3, the basic new Keynesian model takes the form

xt ¼ Etxtþ1 � 1

s

� �
ðit � Etptþ1Þ þ ut ð8:40Þ

and

pt ¼ bEtptþ1 þ kxt þ et; ð8:41Þ
where x is the output gap, defined as output relative to the equilibrium level of out-

put under flexible prices, i is the nominal rate of interest, and p is the inflation rate.

All variables are expressed as percentage deviations around their steady-state values.

The demand disturbance u can arise from taste shocks to the preferences of the rep-

resentative household, fluctuations in the flexible-price equilibrium output level, or

shocks to government purchases of goods and services. The e shock is a cost shock.

In this section, (8.40) and (8.41) are used to address issues of monetary policy design.

8.4.1 Policy Objectives

Given the economic environment that leads to (8.40) and (8.41), what are the appro-

priate objectives of the central bank? There is a long history in monetary policy anal-

ysis of assuming that the central bank is concerned with minimizing a quadratic loss

function that depends on output and inflation. Models that assume this were dis-

cussed in chapter 7. Although such an assumption is plausible, it is ultimately ad
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hoc. In the new Keynesian model, the description of the economy is based on an ap-

proximation to a fully specified general equilibrium model. Can one therefore de-

velop a policy objective function that can be interpreted as an approximation to the

utility of the representative household? Put di¤erently, can one draw insights from

the general equilibrium foundations of (8.40) and (8.41) to determine the basic objec-

tives central banks should pursue? Woodford (2003a), building on earlier work by

Rotemberg and Woodford (1998), provided the most detailed analysis of the link be-

tween a welfare criterion derived as an approximation to the utility of the representa-

tive agent and the types of quadratic loss functions common in the older literature.

Woodford assumed that there is a continuum of di¤erentiated goods cit defined

on the interval ½0; 1� and that the representative household derives utility from con-

suming a composite of these individual goods. The composite consumption good is

defined as

Yt ¼ Ct ¼
ð1
0

c
ðy�1Þ=y
jt dj

� �y=ðy�1Þ
: ð8:42Þ

In addition, each household produces one of these individual goods and experiences

disutility from production. Suppose labor e¤ort is proportional to output. Woodford

assumed that the period utility of the representative agent is then

Vt ¼ UðYt; ztÞ �
ð1
0

vðcjt; ztÞ dj; ð8:43Þ

where vðcjt; ztÞ is the disutility of producing good cjt, and zt is a vector of exogenous

shocks.27 Woodford demonstrated that deviations of the expected discounted utility

of the representative agent around the level of steady-state utility can be approxi-

mated by

Et

Xy
i¼0

b iVtþiA�WEt

Xy
i¼0

b i½p2
tþi þ lðxtþi � x�Þ2� þ t:i:p:; ð8:44Þ

where t.i.p. indicates terms independent of policy. The derivation of (8.44) and the

values of W and l are given in section 8.6.2 of the chapter appendix. In (8.44), xt is

the gap between output and the output level that would arise under flexible prices,

and x� is the gap between the steady-state e‰cient level of output (in the absence of

the monopolistic distortions) and the actual steady-state level of output.

27. Woodford considered a cashless economy, so real money balances do not appear in the utility function
as they did in (8.1).
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Equation (8.44) looks like the standard quadratic loss function employed in

chapter 7 to represent the objectives of the monetary policy authority. There are,

however, two critical di¤erences. First, the output gap is measured relative to equilib-

rium output under flexible prices. In the traditional literature the output variable was

more commonly interpreted as output relative to trend or output relative to the nat-

ural rate of output, which in turn was often defined as output in the absence of price

surprises (see section 6.2.1).

A second di¤erence between (8.44) and a standard quadratic loss function arises

from the reason inflation variability enters the loss function. When prices are sticky,

and firms do not all adjust simultaneously, inflation results in an ine‰cient dispersion

of relative prices and production among individual producers. The representative

household’s utility depends on its consumption of a composite good; faced with a

dispersion of prices for the di¤erentiated goods produced in the economy, the house-

hold buys more of the relatively cheaper goods and less of the relatively more expen-

sive goods. Because of diminishing marginal utility, the increase in utility derived

from consuming more of some goods is less than the loss in utility due to consuming

less of the more expensive goods. Hence, price dispersion reduces utility. Similarly,

if one assumes diminishing returns to labor in the production process rather than

constant returns to scale, dispersion on the production side will also be costly. The

increased cost of producing more of some goods is greater than the cost saving from

reducing production of other goods. For these reasons, price dispersion reduces util-

ity, and when each firm does not adjust its price every period, price dispersion is

caused by inflation. These welfare costs can be eliminated under a zero inflation

policy.

In chapter 7, the e‰ciency distortion represented by x� was used to motivate an

overly ambitious output target in the central bank’s objective function. The presence

of x� > 0 implies that a central bank acting under discretion to maximize (8.44)

would produce a positive average inflation bias. However, with average rates of in-

flation in the major industrialized economies remaining low during the 1990s, many

authors now simply assume that x� ¼ 0. In this case, the central bank is concerned

with stabilizing the output gap xt, and no average inflation bias arises.28 If tax sub-

sidies can be used to o¤set the distortions associated with monopolistic competition,

one could assign fiscal policy the task of ensuring that x� ¼ 0. In this case, the central

bank has no incentive to create inflationary expansions, and average inflation will be

zero under discretion. Dixit and Lambertini (2002) showed that when both the mon-

etary and fiscal authorities are acting optimally, the fiscal authority will use its tax

28. In addition, the inflation equation was derived by linearizing around a zero inflation steady state. It
would thus be inappropriate to use it to study situations in which the average is positive.
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instruments to set x� ¼ 0, and the central bank then ensures that inflation remains

equal to zero.

In the context of the linear-quadratic model, (8.44) represents a second-order ap-

proximation to the welfare of the representative agent around the steady state.

Expanding the period loss function,

p2
tþi þ lðxtþi � x�Þ2 ¼ p2

tþi þ lx2
tþi � 2lx�xtþi þ lðx�Þ2:

Employing a first-order approximation for the structural equations will be adequate

for evaluating the p2
tþi and x2

tþi terms, because any higher-order terms in the struc-

tural equations would become of order greater than 2 when squared. However, this

is not the case for the 2lx�xtþi term, which is linear in xtþi. Hence, to approximate

this correctly to the required degree of accuracy would require second-order approx-

imations to the structural equations rather than the linear approximations derived in

(8.40) and (8.41). Thus, assume the fiscal authority employs a subsidy to undo the

distortion arising from imperfect competition so that x� ¼ 0. In this case, the linear

approximations to the structural equations will allow correct evaluation of the

second-order approximation to welfare. See Benigno and Woodford (2005) for a dis-

cussion of optimal policy when x� > 0.

8.4.2 Policy Trade-o¤s

The basic new Keynesian inflation adjustment equation given by (8.20) did not in-

clude a disturbance term, such as the et that was added to (8.41). The absence of e

implies that there is no conflict between a policy designed to maintain inflation at

zero and a policy designed to keep the output gap equal to zero. If xtþi ¼ 0 for all

ib 0, then ptþi ¼ 0. In this case, a central bank that wants to maximize the expected

utility of the representative household will ensure that output is kept equal to the

flexible-price equilibrium level of output. This also guarantees that inflation is equal

to zero, thereby eliminating the costly dispersion of relative prices that arises with in-

flation. When firms do not need to adjust their prices, the fact that prices are sticky is

no longer relevant. Thus, a key implication of the basic new Keynesian model is that

price stability is the appropriate objective of monetary policy.29

The optimality of zero inflation conflicts with the Friedman rule for optimal infla-

tion. M. Friedman (1969) concluded that the optimal inflation rate must be negative

to make the nominal rate of interest zero (see chapter 4). The reason a di¤erent con-

clusion is reached here is the absence of any explicit role for money when the utility

approximation given by (8.44) is derived. In general, zero inflation still generates

29. Notice that the conclusion that price stability is optimal is independent of the degree of nominal rigid-
ity (see Adao, Correia, and Teles 1999).
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a monetary distortion. With zero inflation, the nominal rate of interest will be posi-

tive and the private opportunity cost of holding money will exceed the social cost of

producing it. A. Khan, King, and Wolman (2000) and Adao, Correia, and Teles

(2003) considered models that integrate nominal rigidities and the Friedman distor-

tion. Khan, King, and Wolman introduced money into a sticky price model by

assuming the presence of cash and credit goods, with money required to purchase

cash goods. If prices are flexible, it is optimal to have a rate of deflation such that

the nominal interest rate is zero. If prices are sticky, price stability is optimal in the

absence of the cash-in-advance (CIA) constraint. With both sticky prices and the

monetary ine‰ciency associated with a positive nominal interest rate, the optimal

rate of inflation is less than zero but greater than the rate that yields a zero nominal

interest rate. Khan, King, and Wolman conducted simulations in a calibrated version

of their model and found that the relative price distortion dominates the Friedman

monetary ine‰ciency. Thus, the optimal policy is close to the policy that maintains

price stability.

In the baseline model with no monetary distortion and with x� ¼ 0, the optimality

of price stability is a reflection of the presence of only one nominal rigidity. The wel-

fare costs of a single nominal rigidity can be eliminated using the single instrument

provided by monetary policy. As discussed in section 8.3.6, Erceg, Henderson, and

Levin (2000) introduced nominal wage stickiness into the basic new Keynesian

framework as a second nominal rigidity. Nominal wage inflation with staggered ad-

justment of wages causes distortions of relative wages and reduces welfare. Erceg,

Henderson, and Levin showed that in this case the approximation to the welfare of

the representative agent will include a term in wage inflation as well as the inflation

and output gap terms appearing in (8.44). Wage stability is desirable because it elim-

inates dispersion of hours worked across households. With two distortions—sticky

prices and sticky wages—the single instrument of monetary policy cannot simultane-

ously o¤set both distortions. With sticky prices but flexible wages, the real wage can

adjust e‰ciently in the face of productivity shocks, and monetary policy should

maintain price stability. With sticky wages and flexible prices, the real wage can still

adjust e‰ciently to ensure that labor market equilibrium is maintained in the face of

productivity shocks, and monetary policy should maintain nominal wage stability. If

both wages and prices are sticky, a policy that stabilizes either prices or wages will

not allow the real wage to move so as to keep output equal to the flexible-price out-

put. Productivity shocks will lead to movements in the output gap, and the monetary

authority will be forced to trade o¤ stabilizing inflation, wage inflation, and the out-

put gap.

Galı́, Gertler, and López-Salido (2002) defined the ine‰ciency gap as the gap be-

tween the household’s marginal rate of substitution between leisure and consumption

ðmrstÞ and the marginal product of labor ðmpltÞ. This ine‰ciency gap can be divided
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into two parts: the wedge between the real wage and the marginal rate of substitu-

tion, labeled the wage markup, and the wedge between the real wage and the mar-

ginal product of labor, labeled the price markup. Based on U.S. data, they concluded

that the wage markup accounts for most of the time series variation in the ine‰-

ciency gap. Levin et al. (2006) estimated a new Keynesian general equilibrium model

with both price and wage stickiness. They found that the welfare costs of nominal ri-

gidity are primarily generated by wage stickiness rather than by price stickiness. This

finding is consistent with Christiano, Eichenbaum, and Evans (2005), who concluded

that a model with flexible prices and sticky wages does better at fitting impulse

responses estimated on U.S. data than a sticky price–flexible wage version of their

model. Sbordone (2001) also suggested that nominal wage rigidity is more important

empirically than price rigidity. Huang and Liu (2002) argued that wage stickiness is

more important than price stickiness for generating output persistence.

In contrast, Goodfriend and King (2001) argued that the long-term nature of em-

ployment relationships reduces the e¤ects of nominal wage rigidity on real resource

allocations. Models that incorporate the intertemporal nature of employment rela-

tionships based on search and matching models of unemployment include Walsh

(2003a; 2005b); Trigari (2009); Krause, López-Salido, and Lubik (2007); Thomas

(2008); Ravenna and Walsh (2008); and Sala, Söderström, and Trigari (2008).

8.4.3 Optimal Commitment and Discretion

Suppose the central bank attempts to minimize a quadratic loss function such as

(8.44), defined in terms of inflation and output relative to the flexible-price equilib-

rium.30 Assume that the steady-state gap between output and its e‰cient value is

zero (i.e., x� ¼ 0). In this case, the central bank’s loss function takes the form

Lt ¼ 1

2

� �
Et

Xy
i¼0

b iðp2
tþi þ lx2

tþiÞ: ð8:45Þ

Two alternative policy regimes can be considered (see chapter 7). In a discretionary

regime, the central bank behaves optimally in each period, taking as given the cur-

rent state of the economy and private sector expectations. Given that the public

knows that the central bank optimizes each period, any promises the central bank

makes about future inflation will not be credible—the public knows that whatever

may have been promised in the past, the central bank will do what is optimal at the

time it sets policy. The alternative regime is one of commitment. In a commitment

regime, the central bank can make credible promises about what it will do in the

30. Svensson (1999b; 1999d) argued that there is widespread agreement among policymakers and academ-
ics that inflation stability and output gap stability are the appropriate objectives of monetary policy.
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future. By promising to take certain actions in the future, the central bank can influ-

ence the public’s expectations about future inflation. When forward-looking expecta-

tions play a role, as in (8.41), discretion will lead to what is known as a stabilization

bias.

Commitment

A central bank able to precommit chooses a path for current and future inflation and

the output gap to minimize the loss function (8.45) subject to the expectational IS

curve (8.40) and the inflation adjustment equation (8.41). Let ytþi and ctþi denote

the Lagrangian multipliers associated with the period tþ i IS curve and the inflation

adjustment equation. The central bank’s objective is to pick itþi, ptþi, and xtþi to

minimize

Et

Xy
i¼0

b i

�
1

2

� �
ðp2

tþi þ lx2
tþiÞ þ ytþi½xtþi � xtþiþ1 þ s�1ðitþi � ptþiþ1Þ � utþi�

þ ctþiðptþi � bptþiþ1 � kxtþi � etþiÞ
�
:

The first-order condition for itþi takes the form

s�1EtðytþiÞ ¼ 0; ib 0:

Hence, Etytþi ¼ 0 for all ib 0. This result implies that (8.40) imposes no real con-

straint on the central bank as long as there are no restrictions on, or costs associated

with, varying the nominal interest rate. Given the central bank’s optimal choices for

the output gap and inflation, (8.40) will simply determine the setting for it necessary

to achieve the desired value of xt. For that reason, it is often more convenient to treat

xt as if it were the central bank’s policy instrument.

Setting Etytþi ¼ 0, the remaining first-order conditions for ptþi and xtþi can be

written as

pt þ ct ¼ 0 ð8:46Þ

Etðptþi þ ctþi � ctþi�1Þ ¼ 0; ib 1 ð8:47Þ

Etðlxtþi � kctþiÞ ¼ 0; ib 0: ð8:48Þ

Equations (8.46) and (8.47) reveal the dynamic inconsistency that characterizes the

optimal precommitment policy. At time t, the central bank sets pt ¼ �ct and prom-

ises to set ptþ1 ¼ �ðctþ1 � ctÞ. But when period tþ 1 arrives, a central bank that

reoptimizes will again obtain ptþ1 ¼ �ctþ1 as its optimal setting for inflation. That

is, the first-order condition (8.46) updated to tþ 1 will reappear.
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An alternative definition of an optimal precommitment policy requires that the

central bank implement conditions (8.47) and (8.48) for all periods, including the cur-

rent period. Woodford (2003a; 2003b) has labeled this the timeless perspective ap-

proach to precommitment. One can think of such a policy as having been chosen in

the distant past, and the current values of the inflation rate and output gap are the

values chosen from that earlier perspective to satisfy the two conditions (8.47) and

(8.48). McCallum and Nelson (2000b) provided further discussion of the timeless

perspective and argued that this approach agrees with the one commonly used in

many studies of precommitment policies.

Combining (8.47) and (8.48), under the timeless perspective optimal commitment

policy inflation and the output gap satisfy

ptþi ¼ � l

k

� �
ðxtþi � xtþi�1Þ ð8:49Þ

for all ib 0. Using this equation to eliminate inflation from (8.41) and rearranging,

one obtains

1þ b þ k2

l

� �
xt ¼ bEtxtþ1 þ xt�1 � k

l
et: ð8:50Þ

The solution to this expectational di¤erence equation for xt will be of the form xt ¼
axxt�1 þ bxet. To determine the coe‰cients ax and bx, note that if et ¼ ret�1 þ et, the

proposed solution implies Etxtþ1 ¼ axxt þ bxret ¼ a2xxt�1 þ ðax þ rÞbxet. Substitut-

ing this into (8.50) and equating coe‰cients, the parameter ax is the solution less

than 1 of the quadratic equation

ba2x � 1þ b þ k2

l

� �
ax þ 1 ¼ 0;

and bx is given by

bx ¼ � k

l½1þ bð1� r� axÞ� þ k2

� �
:

From (8.49), equilibrium inflation under the timeless perspective policy is

pt ¼ l

k

� �
ð1� axÞxt�1 þ l

l½1þ bð1� r� axÞ� þ k2

� �
et: ð8:51Þ

Woodford (2003b) stressed that even if r ¼ 0, so that there is no natural source of

persistence in the model itself, ax > 0 and the precommitment policy introduces iner-

tia into the output gap and inflation processes. Because the central bank responds to
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the lagged output gap (see (8.49)), past movements in the gap continue to a¤ect cur-

rent inflation. This commitment to inertia implies that the central bank’s actions at

date t allow it to influence expected future inflation. Doing so leads to a better trade-

o¤ between gap and inflation variability than would arise if policy did not react to

the lagged gap. Equation (8.41) implies that the inflation impact of a positive cost

shock, for example, can be stabilized at a lower output cost if the central bank can

induce a fall in expected future inflation. Such a fall in expected inflation is achieved

when the central bank follows (8.49).

A condition for policy such as (8.49) that is derived from the central bank’s first-

order conditions and only involves variables that appear in the objective function (in

this case, inflation and the output gap) is generally called a targeting rule (e.g., Svens-

son and Woodford 2005). It represents a relationship among the targeted variables

that the central bank should maintain, because doing so is consistent with the first-

order conditions from its policy problem.

Because the timeless perspective commitment policy is not the solution to the

policy problem under optimal commitment, the policy rule given by (8.49) may be

dominated by other policy rules. For instance, it may be dominated by the optimal

discretion policy (see next section). Under the timeless perspective, inflation as given

by (8.49) is the same function each period of the current and lagged output gap; the

policy displays the property of continuation in the sense that the policy implemented

in any period continues the plan to which it was optimal to commit in an earlier

period. Blake (2001); Damjanovic, Damjanovic, and Nolan (2008); and C. Jensen

and McCallum (2008) considered optimal continuation policies that require that the

policy instrument, in this case xt, be a time-invariant function, as under the timeless

perspective, but rather than ignoring the first-period conditions, as is done under the

timeless perspective, they focused on the optimal unconditional continuation policy

to which the central bank should commit. This policy minimizes the unconditional

expectation of the objective function, so that the Lagrangian for the policy problem

becomes

~EEL ¼ ~EE

(
Et

Xy
i¼0

b i

�
1

2
ðp2

tþi þ lx2
tþiÞ þ ytþiðptþi � bEtptþiþ1 � kxtþi � etþiÞ

�)
;

where ~EE denotes the unconditional expectations operator. Because

~EEEtytþiptþiþ1 ¼ ~EEyt�1pt;

the unconditional Lagrangian can be expressed as

~EEL ¼ 1

1� b

� �
~EE

1

2
ðp2

t þ lx2
t Þ þ ytpt � byt�1pt � kytxt � ytet

� �� �
:
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The first-order conditions then become

pt þ yt � byt�1 ¼ 0 ð8:52Þ
lxt � kyt ¼ 0:

Combining these to eliminate the Lagrangian multiplier yields the optimal uncondi-

tional continuation policy:

pt ¼ � l

k

� �
ðxtþi � bxtþi�1Þ: ð8:53Þ

Comparing this to (8.49) shows that rather than giving full weight to past output

gaps, the optimal unconditional continuation policy discounts the past slightly (recall

bA0:99).

Discretion

When the central bank operates with discretion, it acts each period to minimize the

loss function (8.45) subject to the inflation adjustment equation (8.41). Because the

decisions of the central bank at date t do not bind it at any future dates, the central

bank is unable to a¤ect the private sector’s expectations about future inflation. Thus,

the decision problem of the central bank becomes the single-period problem of mini-

mizing p2
t þ lx2

t subject to the inflation adjustment equation (8.41).

The first-order condition for this problem is

kpt þ lxt ¼ 0: ð8:54Þ
Equation (8.54) is the optimal targeting rule under discretion. Notice that by com-

bining (8.46) with (8.48) evaluated at time t, one obtains (8.54); thus, the central

bank’s first-order condition relating inflation and the output gap at time t is the

same under discretion or under the fully optimal precommitment policy (but not

under the timeless perspective policy). The di¤erences appear in subsequent periods.

For tþ 1, under discretion kptþ1 þ lxtþ1 ¼ 0, whereas under precommitment (from

(8.47) and (8.48)), kptþ1 þ lðxtþ1 � xtÞ ¼ 0.

The equilibrium expressions for inflation and the output gap under discretion can

be obtained by using (8.54) to eliminate inflation from the inflation adjustment equa-

tion. This yields

1þ k2

l

� �
xt ¼ bEtxtþ1 � k

l

� �
et: ð8:55Þ

Guessing a solution of the form xt ¼ det, so that Etxtþ1 ¼ dret, one obtains

d ¼ � k

lð1� brÞ þ k2

� �
:
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Equation (8.54) implies that equilibrium inflation under optimal discretion is

pt ¼ � l

k

� �
xt ¼ l

lð1� brÞ þ k2

� �
et: ð8:56Þ

According to (8.56) the unconditional expected value of inflation is zero; there is no

average inflation bias under discretion. However, there is a stabilization bias in that

the response of inflation to a cost shock under discretion di¤ers from the response

under commitment. This can be seen by comparing (8.56) to (8.51).

Discretion versus Commitment

The impact of a cost shock on inflation and the output gap under the timeless per-

spective optimal precommitment policy and optimal discretionary policy can be ob-

tained by calibrating (8.41) and (8.49) and solving them numerically. Four unknown

parameters appear in the model: b, k, l, and r. The discount factor, b, is set equal to

0:99, appropriate for interpreting the time interval as one quarter. A weight on out-

put fluctuations of l ¼ 0:25 is used. This value is also used by H. Jensen (2002) and

McCallum and Nelson (2000b).31 The parameter k captures both the impact of a

change in real marginal cost on inflation and the co-movement of real marginal cost

and the output gap and is set equal to 0:05. McCallum and Nelson reported that the

empirical evidence is consistent with a value of k in the range ½0:01; 0:05�. Roberts

(1995) reported higher values; his estimate of the coe‰cient on the output gap is

about 0:3 when inflation is measured at an annual rate, so this translates into a value

for k of 0:075 for inflation at quarterly rates. Jensen used a baseline value of k ¼ 0:1,

whereas Walsh (2003b) used 0:05.

The solid lines in figures 8.2 and 8.3 show the response of the output gap and in-

flation to a transitory, one standard deviation cost push shock under the optimal pre-

commitment policy.32 Despite the fact that the shock itself has no persistence, the

output gap displays strong positive serial correlation. By keeping output below po-

tential (a negative output gap) for several periods into the future after a positive cost

shock, the central bank is able to lower expectations of future inflation. A fall in

Etptþ1 at the time of the positive inflation shock improves the trade-o¤ between infla-

tion and output gap stabilization faced by the central bank.

Outcomes under optimal discretion are shown by the dashed lines in the figures.

There is no inertia under discretion; both the output gap and inflation return to their

steady-state values in the period after the shock occurs. The di¤erence in the sta-

bilization response under commitment and discretion is the stabilization bias due to

discretion. The intuition behind the suboptimality of discretion can be seen by con-

31. If (8.45) is interpreted as an approximation to the welfare of the representative agent, the implied value
of l would be much smaller.

32. The programs used to obtain these figures are available at hhttp://people.ucsc.edu/~walshc/mtp3e/i.
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Figure 8.3
Response of inflation to a cost shock: timeless precommitment and pure discretion.

Figure 8.2
Response of output gap to a cost shock: timeless precommitment and pure discretion.
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sidering the inflation adjustment equation given by (8.41). Under discretion, the cen-

tral bank’s only tool for o¤setting the e¤ects on inflation of a cost shock is the output

gap. In the face of a positive realization of et, xt must fall to help stabilize inflation.

Under commitment, however, the central bank has two instruments; it can a¤ect

both xt and Etptþ1. By creating expectations of a deflation at tþ 1, the reduction in

the output gap does not need to be as large. Of course, under commitment a promise

of future deflation must be honored, so actually inflation falls below the baseline be-

ginning in period tþ 1 (see figure 8.3). Consistent with producing a deflation, the

output gap remains negative for several periods.

The analysis so far has focused on the goal variables, inflation and the output gap.

Using (8.40), the associated setting for the interest rate can be derived. For example,

under optimal discretion, the output gap is given by

xt ¼ � k

lð1� brÞ þ k2

� �
et;

and inflation is given by (8.56). Using these to evaluate Etxtþ1 and Etptþ1 and then

solving for it from (8.40) yields

it ¼ Etptþ1 þ sðEtxtþ1 � xt þ utÞ

¼ lrþ ð1� rÞsk
lð1� brÞ þ k2

� �
et þ sut: ð8:57Þ

Equation (8.57) is the reduced-form solution for the nominal rate of interest. The

nominal interest rate is adjusted to o¤set completely the impact of the demand dis-

turbance ut on the output gap. As a result, it a¤ects neither inflation nor the output

gap. Section 8.3.3 illustrated how a policy that commits to a rule that calls for

responding to the exogenous shocks renders the new Keynesian model’s equilibrium

indeterminate. Thus, it is important to recognize that (8.57) describes the equilibrium

behavior of the nominal interest rate under optimal discretion; (8.57) is not an instru-

ment rule (see Svensson and Woodford 1999).

8.4.4 Commitment to a Rule

In the Barro-Gordon model (examined in chapter 7) optimal commitment was inter-

preted as commitment to a policy that was a (linear) function of the state variables.

In the present model, consisting of (8.40) and (8.41), the only state variable is the cur-

rent realization of the cost shock et. Suppose then that the central bank can commit

to a rule of the form33

33. This commitment does not raise the same uniqueness of an equilibrium problem that would arise
under a commitment to an instrument rule of the form it ¼ biet. See problem 9 at the end of this chapter.
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xt ¼ bxet: ð8:58Þ
What is the optimal value of bx? With xt given by (8.58), inflation satisfies

pt ¼ bEtptþ1 þ kbxet þ et;

and the solution to this expectational di¤erence equation is34

pt ¼ bpet; bp ¼ 1þ kbx

1� br
: ð8:59Þ

Using (8.58) and (8.59), the loss function can now be written as

1

2

� �
Et

Xy
i¼0

b iðp2
tþi þ lx2

tþiÞ ¼
1

2

� �Xy
i¼0

b i 1þ kbx

1� br

� �2
þ lb2x

" #
e2t :

This is minimized when

bx ¼ � k

lð1� brÞ2 þ k2

" #
:

Using this solution for bx in (8.59), equilibrium inflation is given by

pt ¼ 1þ kbx

1� br

� �
et ¼ lð1� brÞ

lð1� brÞ2 þ k2

" #
et: ð8:60Þ

Comparing the solution for inflation under optimal discretion, given by (8.56), and

the solution under commitment to a simple rule, given by (8.60), one notes that they

are identical if the cost shock is serially uncorrelated ðr ¼ 0Þ. If 0 < r < 1, there is a

stabilization bias under discretion relative to the case of committing to a simple rule.

Clarida, Galı́, and Gertler (1999) argued that this stabilization bias provides a ra-

tionale for appointing a Rogo¤-conservative central banker—a central bank that puts

more weight on inflation objectives than is reflected in the social loss function—when

r > 0, even though in the present context there is no average inflation bias.35 A

34. To verify this is the solution, note that

pt ¼ bEtptþ1 þ kbxet þ et ¼ bbpret þ kbxet þ et

¼ ½bbprþ kbx þ 1�et;
so that bp ¼ bbprþ kbx þ 1 ¼ ðkbx þ 1Þ=ð1� brÞ.
35. Rogo¤ (1985) proposed appointing a conservative central banker as a way to solve the average infla-
tion bias that can arise under discretionary policies (see chapter 7). There is no average inflation bias in the
present model because it is assumed that x� ¼ 0, ensuring that the central bank’s loss function depends on
output only through the gap between actual output and flexible-price equilibrium output.
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Rogo¤-conservative central banker places a weight l̂l < l on output gap fluctuations

(see section 7.3.2). In a discretionary environment with such a central banker, (8.56)

implies that inflation will equal

pt ¼ l̂l

l̂lð1� brÞ þ k2

" #
et:

Comparing this with (8.60) reveals that if a central banker is appointed for whom

l̂l ¼ lð1� brÞ < l, the discretionary solution will coincide with the outcome under

commitment to the optimal simple rule. Such a central banker stabilizes inflation

more under discretion than would be the case if the relative weight placed on output

gap and inflation stability were equal to the weight in the social loss function, l. Be-

cause the public knows inflation will respond less to a cost shock, future expected in-

flation rises less in the face of a positive et shock. As a consequence, current inflation

can be stabilized, with a smaller fall in the output gap. The inflation-output trade-o¤

is improved.

Recall, however, that the notion of commitment used here is actually suboptimal.

As noted earlier, fully optimal commitment leads to inertial behavior in that future

inflation depends not on the output gap but on the change in the gap.

8.4.5 Endogenous Persistence

Empirical research on inflation (see section 6.3.2) has generally found that when

lagged inflation is added to (8.41), its coe‰cient is statistically and economically sig-

nificant. If lagged inflation a¤ects current inflation, then even under discretion the

central bank faces a dynamic optimization problem; decisions that a¤ect current in-

flation also a¤ect future inflation, and this intertemporal link must be taken into ac-

count by the central bank when setting current policy. Svensson (1999d) and Vestin

(2006) illustrated how the linear-quadratic structure of the problem allows one to

solve for the optimal discretionary policy in the face of endogenous persistence.

To analyze the e¤ects introduced when inflation depends on both expected future

inflation and lagged inflation, suppose (8.41) is replaced by

pt ¼ ð1� fÞbEtptþ1 þ fpt�1 þ kxt þ et: ð8:61Þ
The coe‰cient f measures the degree of backward-looking behavior exhibited by in-

flation.36 If the central bank’s objective is to minimize the loss function given by

36. Galı́ and Gertler (1999), Woodford (2003), and Christiano, Eichenbaum, and Evans (2005) developed
inflation adjustment equations in which lagged inflation appears by assuming that some fraction of firms
do not reset their prices optimally (see section 6.3.2).
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(8.45), the policy problem under discretion can be written in terms of the value func-

tion defined by

Vðpt�1; etÞ ¼ min
pt;xt

�
1

2

� �
ðp2

t þ lx2
t Þ þ bEtVðpt; etþ1Þ

þ yt½pt � ð1� fÞbEtptþ1 � fpt�1 � kxt � et�
�
: ð8:62Þ

The value function depends on lagged inflation because it is an endogenous state

variable.

Because the objective function is quadratic and the constraints are linear, the value

function will be quadratic, and one can hypothesize that it takes the form

Vðpt�1; etÞ ¼ a0 þ a1et þ 1

2
a2e

2
t þ a3etpt�1 þ a4pt�1 þ 1

2
a5p

2
t�1: ð8:63Þ

As Vestin demonstrated, this guess is only needed to evaluate EtVpðpt; etþ1Þ, and
EtVpðpt; etþ1Þ ¼ a3Etetþ1 þ a4 þ a5pt. If one assumes that the cost shock is serially

uncorrelated, Etetþ1 ¼ 0 and, as a consequence, the only unknown coe‰cients in

(8.63) that will play a role are a4 and a5.

The solution for inflation will take the form

pt ¼ b1et þ b2pt�1: ð8:64Þ
Using this proposed solution, one obtains Etptþ1 ¼ b2pt. This expression for expected

future inflation can be substituted into (8.61) to yield

pt ¼ kxt þ fpt�1 þ et

1� ð1� fÞbb2 ; ð8:65Þ

which implies qpt=qxt ¼ k=½1� ð1� fÞbb2�.
Collecting these results, the first-order condition for the optimal choice of xt by a

central bank whose decision problem is given by (8.62) is

k

1� ð1� fÞbb2

� �
½pt þ bEtVpðpt; etþ1Þ� þ lxt ¼ 0: ð8:66Þ

Using (8.65) to eliminate xt from (8.66) and recalling that EtVpðpt; etþ1Þ ¼ a4 þ a5pt,

one obtains

pt ¼ C

k2ð1þ ba5Þ þ lC2

� �
lfpt�1 þ let � bk2

C

� �
a4

� �
; ð8:67Þ

where C1 1� ð1� fÞbb2.
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From the envelope theorem and (8.66),

Vpðpt�1; etÞ ¼ a3et þ a4 þ a5pt�1

¼ f

1� ð1� fÞbb2

� �
½pt þ EtVpðpt; etþ1Þ� ¼ � lf

k

� �
xt:

Again using (8.65) to eliminate xt,

Vpðpt�1; etÞ ¼ � lf

k

� �
Cpt � fpt�1 � et

k

� �

¼ � lf

k

� � ðCb2 � fÞpt�1 þ ðCb1 � 1Þet
k

� �
: ð8:68Þ

However, (8.63) implies that

Vpðpt�1; etÞ ¼ a3et þ a4 þ a5pt�1:

Comparing this with (8.68) reveals that a4 ¼ 0,

a3 ¼ lf
1�Cb1

k2

� �
and

a5 ¼ lf
f�Cb2

k2

� �
:

Finally, substitute these results into (8.67) to obtain

pt ¼ C

k2 þ blfðf�Cb2Þ þ lC2

� �
½lfpt�1 þ let�:

Equating coe‰cients with (8.64),

b1 ¼ lC

k2 þ blfðf�Cb2Þ þ lC2

� �
and

b2 ¼ lCf

k2 þ blfðf�Cb2Þ þ lC2

� �
: ð8:69Þ

Because C also depends on the unknown parameter b2, (8.69) does not yield a con-

venient analytic solution. To gain insights into the e¤ects of backward-looking
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aspects of inflation, it is useful to employ numerical techniques. This is done to gen-

erate figure 8.4, which shows the response of the output gap and inflation under op-

timal discretion when f ¼ 0:5. Also shown for comparison are the responses under

the optimal commitment policy. Both the output gap and inflation display more per-

sistence than when f ¼ 0 (see figures 8.2 and 8.3), and inflation returns to zero more

slowly under discretion.

It is insightful to consider explicitly the first-order conditions for the optimal policy

problem under commitment. Adopting the timeless perspective, maximizing (8.45)

subject to (8.61) leads to the following first-order conditions:

pt ¼ ð1� fÞbEtptþ1 þ fpt�1 þ kxt þ et

pt þ ct � ð1� fÞct�1 � bfEtctþ1 ¼ 0

lxt � kct ¼ 0;

where ct is the Lagrangian multiplier associated with (8.61). Eliminating this multi-

plier, the optimal targeting rule becomes

pt ¼ � l

k

� �
½xt � ð1� fÞxt�1 � bfEtxtþ1�: ð8:70Þ

Figure 8.4
Responses to a cost shock with endogenous persistence ðf ¼ 0:5Þ.
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As noted earlier, the presence of forward-looking expectations in the new Keynesian

Phillips curve led optimal policy to be backward-looking by introducing inertia

through the appearance of xt�1 in the optimal targeting rule. The presence of lagged

inflation in the inflation adjustment equation when f > 0 leads policy to be forward-

looking through the role of Etxtþ1 in the targeting rule. This illustrates a key aspect

of policy design; when policy a¤ects the economy with a lag, policymakers must be

forward-looking.

8.4.6 Targeting Regimes and Instrument Rules

The analysis of optimal policy contained in section 8.4.3 specified an objective func-

tion for the central bank. The central bank was assumed to behave optimally, given

its objective function and the constraints imposed on its choices by the structure of

the economy. A policy regime in which the central bank is assigned an objective is

commonly described as a targeting regime. A targeting regime is defined by (1) the var-

iables in the central bank’s loss function (the objectives), and (2) the weights assigned

to these objectives, with policy implemented under discretion to minimize the expected

discounted value of the loss function.37 Targeting rules were also discussed in section

7.3.5 in the context of solving the inflation bias that can arise under discretion.

Perhaps the most widely discussed targeting regime is inflation targeting (Bernanke

and Mishkin 1997; Svensson 1997a; 1997b; 1999b; 1999c; 1999d; Svensson and

Woodford 1999). Experiences with inflation targeting are analyzed by Ammer and

Freeman (1995); Bernanke et al. (1998); Mishkin and Schmidt-Hebbel (2001); Amato

and Gerlach (2002); and the papers in Leiderman and Svensson (1995). Mishkin and

Schmidt-Hebbel had identified 19 countries as inflation targeters by 2001, with New

Zealand, in 1990, being the first country to have adopted formal targets for inflation.

By 2008, there were 26 inflation targeters. Some of the lessons from the experiences

with inflation targeting are discussed in Walsh (2009).

This section also briefly discusses instrument rules. These constitute an alternative

approach to policy that assumes the central bank can commit to a simple feedback

rule for its policy instrument. The best known of such rules is the Taylor rule (Taylor

1993a).

Inflation Targeting

Inflation targeting has been characterized in a variety of ways in the academic litera-

ture, and it has been implemented in di¤erent ways in the countries that have adopted

37. This definition of a targeting regime is consistent with that of Svensson (1999b), who stated, ‘‘By a
targeting rule, I mean, at the most general level, the assignment of a particular loss function to be mini-
mized’’ (617). An alternative interpretation of a targeting regime is that it is a rule for adjusting the policy
instrument in the face of deviations between the current (or expected) value of the targeted variable and its
target level (see, e.g., McCallum 1990a and the references he cites). H. Jensen (2002) and Rudebusch
(2002a) illustrated these two alternative interpretations of targeting.
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inflation targeting as a framework for monetary policy. In general, the announce-

ment of a formal target for inflation is a key component, and this is often accompa-

nied by publication of the central bank’s inflation forecasts. An inflation targeting

regime can be viewed as the assignment to the central bank of an objective function

of the form

LIT
t ¼ 1

2

� �
Et

Xy
i¼0

b i½ðptþi � pTÞ2 þ lITx
2
tþi�; ð8:71Þ

where pT is the target inflation rate and lIT is the weight assigned to achieving the

output gap objective relative to the inflation objective. lIT may di¤er from the weight

placed on output gap stabilization in the social loss function (8.45). As long as

lIT > 0, specifying inflation targeting in terms of the loss function (8.71) assumes

that the central bank is concerned with output stabilization as well as inflation stabi-

lization.38 An inflation targeting regime in which lIT > 0 is described as a flexible in-

flation targeting regime.

In the policy problems analyzed so far, the central bank’s choice of its instrument

it allows it to a¤ect both output and inflation immediately. This absence of any lag

between the time a policy action is taken and the time it a¤ects output and inflation

is unrealistic. If policy decisions taken in period t only a¤ect future output and infla-

tion, then the central bank must rely on forecasts of future output and inflation when

making its policy choices. In analyzing the case of such policy lags, Svensson (1997a)

and Svensson and Woodford (1999) emphasized the role of inflation forecast target-

ing. To illustrate the role of forecasts in the policy process, suppose the central bank

must set it prior to observing any time t information. This assumption implies that

the central bank cannot respond to time t shocks contemporaneously; information

about shocks occurring in period t will a¤ect the central bank’s choice of itþ1 and,

as a consequence, xtþ1 and ptþ1 can be a¤ected. The model is otherwise given by

(8.40) and (8.41) as before, with the additional assumption that the cost shock fol-

lows an AR(1) process: et ¼ ret�1 þ et. Assume that the demand shock in (8.40) is

serially uncorrelated. The central bank’s objective is to choose it to minimize

1

2

� �
Et�1

Xy
i¼0

b i½ðptþi � pT Þ2 þ lITx
2
tþi�;

where the subscript on the expectations operator is now t� 1 to reflect the informa-

tion available to the central bank when it sets policy. The choice of it is subject to the

38. This is the terminology used in section 7.3.5 for inflation targeting with the loss function (8.71).
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constraints represented by (8.40) and (8.41). Taking expectations based on the central

bank’s information, these two equations can be written as

Et�1xt ¼ Et�1xtþ1 � 1

s

� �
ðit � Et�1ptþ1Þ ð8:72Þ

and

Et�1pt ¼ bEt�1ptþ1 þ kEt�1xt þ ret�1: ð8:73Þ
Under discretion, the first-order condition for the central bank’s choice of it implies

that

Et�1½kðpt � pT Þ þ lxt� ¼ 0: ð8:74Þ
Rearranging this first-order condition yields

Et�1xt ¼ � k

l

� �
Et�1ðpt � pTÞ:

Thus, if the central bank forecasts that period t inflation will exceed its target rate

of inflation, it should adjust policy to ensure that the forecast of the output gap is

negative.

Svensson and Woodford (1999) provided a detailed discussion of inflation forecast

targeting, focusing on the implications for the determinacy of equilibrium under

di¤erent specifications of the policy decision process. The possibility of multiple equi-

libria becomes particularly relevant if the central bank bases its own forecasts on pri-

vate sector forecasts, which are in turn based on expectations about the central

bank’s actions.

Other Targeting Regimes

Inflation targeting is just one example of a policy targeting regime. A number of al-

ternative targeting regimes have been analyzed in the literature. These include price

level targeting (Dittmar, Gavin, and Kydland 1999; Svensson 1999c; Vestin 2006);

nominal income growth targeting (H. Jensen 2002); hybrid price level–inflation tar-

geting (Batini and Yates 2001); average inflation targeting (Nessén and Vestin 2000);

and regimes based on the change in the output gap or its quasi-di¤erence (C. Jensen

and McCallum 2002; Walsh 2002). In each case, it is assumed that given the assigned

loss function, the central bank chooses policy under discretion. The optimal values

for the parameters in the assigned loss function, for example, the value of lIT in

(8.71), are chosen to minimize the unconditional expectation of the social loss func-

tion (8.45).
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The importance of forward-looking expectations in a¤ecting policy choice is well

illustrated by work on price level targeting. The traditional view argued that attempts

to stabilize the price level, as opposed to the inflation rate, would generate undesir-

able levels of output variability. A positive cost shock that raised the price level

would require a deflation to bring the price level back on target, and this deflation

would be costly. However, as figure 8.3 shows, an optimal commitment policy that

focuses on output and inflation stability also induces a deflation after a positive cost

shock. By reducing Etptþ1, such a policy achieves a better trade-o¤ between inflation

variability and output variability. The deflation generated under a discretionary pol-

icy concerned with output and price level stability might actually come closer to the

commitment policy outcomes than discretionary inflation targeting would. Using a

basic new Keynesian model, Vestin (2006) showed that this intuition is correct. In

fact, when inflation is given by (8.41) and the cost shock is serially uncorrelated, price

level targeting can replicate the timeless precommitment solution exactly if the cen-

tral bank is assigned the loss function p2t þ lPLx
2
t , where lPL di¤ers from the weight

l in the social loss function.

H. Jensen (2002) showed that a nominal income growth targeting regime can also

dominate inflation targeting. Walsh (2003b) added lagged inflation to the inflation

adjustment equation and showed that the advantages of price level targeting over in-

flation targeting decline as the weight on lagged inflation increases. Walsh analyzed

discretionary outcomes when the central bank targets inflation and the change in the

output gap (a speed limit policy). Introducing the change in the gap induces inertial

behavior similar to that obtained under precommitment. For empirically relevant

values of the weight on lagged inflation (f in the range 0:3 to 0:7), speed limit policies

dominate price level targeting, inflation targeting, and nominal income growth tar-

geting. For f below 0:3, price level targeting does best. Svensson and Woodford

(1999) considered interest rate–smoothing objectives as a means of introducing into

discretionary policy the inertia that is optimal under commitment.

Instrument Rules

The approach to policy analysis adopted in the preceding sections starts with a spec-

ification of the central bank’s objective function and then derives the optimal setting

for the policy instrument. An alternative approach specifies an instrument rule di-

rectly. The best known of such instrument rules is the Taylor rule (Taylor 1993a).

Taylor showed that the behavior of the federal funds interest rate in the United

States from the mid-1980s through 1992 (when Taylor was writing) could be fairly

well matched by a simple rule of the form

it ¼ pt þ 0:5xt þ 0:5ðpt � pTÞ þ r�;
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where pT was the target level of average inflation (Taylor assumed it to be 2

percent) and r� was the equilibrium real rate of interest (Taylor assumed that

this too was equal to 2 percent). The Taylor rule for general coe‰cients is often

written

it ¼ r� þ pT þ axxt þ apðpt � pT Þ: ð8:75Þ
The nominal interest rate deviates from the level consistent with the economy’s equi-

librium real rate and the target inflation rate if the output gap is nonzero or if infla-

tion deviates from target. A positive output gap leads to a rise in the nominal rate, as

does a deviation of actual inflation above target. With Taylor’s original coe‰cients,

ap ¼ 1:5, so the nominal rate is changed more than one-for-one with deviations of

inflation from target. Thus, the rule satisfies the Taylor principle (see section 8.3.3);

a greater than one-for-one reaction of it ensures that the economy has a unique sta-

tionary rational-expectations equilibrium. Lansing and Trehan (2001) explored con-

ditions under which the Taylor rule emerges as the fully optimal instrument rule

under discretionary policy.

A large literature has estimated Taylor rules or similar simple rules for a variety of

countries and time periods. For example, Clarida, Galı́, and Gertler (2000) did so for

the Federal Reserve, the Bundesbank, and the Bank of Japan. In their specification,

however, actual inflation is replaced by expected future inflation so that the central

bank is assumed to be forward-looking in setting policy. Estimates for the United

States under di¤erent Federal Reserve chairmen were reported by Judd and Rude-

busch (1997). In general, the basic Taylor rule, when supplemented by the addition

of the lagged nominal interest rate, does quite well in matching the actual behavior

of the policy interest rate. However, Orphanides (2000) found that when estimated

using the data on the output gap and inflation actually available at the time policy

actions were taken (i.e., using real-time data), the Taylor rule does much more

poorly in matching the U.S. funds rate. Clarida, Galı́, and Gertler (2000) found that

the Fed moved the funds rate less than one-for-one during the period 1960–1979,

thereby violating the Taylor principle. In a further example of the importance

of using real-time data, however, Perez (2001) found that when the Fed’s reaction

function is reestimated for this earlier period using real-time data, the coe‰cient on

inflation is greater than 1. Lubik and Schorfheide (2004) estimated a complete, dy-

namic stochastic general equilibrium (DSGE) new Keynesian model of the U.S.

economy and found evidence that Federal Reserve policy has been consistent with

determinacy since 1982. However, their estimates suggested policy was not consistent

with determinacy prior to 1979.

When a policy interest rate such as the federal funds rate in the United States is

regressed on inflation and output gap variables, the lagged value of the interest rate
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normally enters with a statistically significant and large coe‰cient. The interpreta-

tion of this coe‰cient on the lagged interest rate has been the subject of debate. One

interpretation is that it reflects inertial behavior of the sort discussed in section 8.4.3

that would arise under an optimal precommitment policy. It has also been inter-

preted to mean that central banks adjust gradually toward a desired interest rate

level. For example, suppose that i�t is the central bank’s desired value for its policy

instrument, but it wants to avoid large changes in interest rates. Such an interest

rate–smoothing objective might arise from a desire for financial market stability. If

the central bank adjusts it gradually toward i�t , then the behavior of it may be cap-

tured by a partial adjustment model of the form

it ¼ it�1 þ yði�t � it�1Þ ¼ ð1� yÞit�1 þ yi�t : ð8:76Þ

The estimated coe‰cient on it�1 provides an estimate of 1� y. Values close to 1

imply that y is small; each period the central bank closes only a small fraction of

the gap between its policy rate and its desired value.

The view that central banks adjust slowly has been criticized. Sack (2000) and

Rudebusch (2002b) argued that the presence of a lagged interest rate in estimated in-

strument rules is not evidence that the Fed acts gradually. Sack attributed the Fed’s

behavior to parameter uncertainty that leads the Fed to adjust the funds rate less

aggressively than would be optimal in the absence of parameter uncertainty. Rude-

busch argued that imperfect information about the degree of persistence in economic

disturbances induces behavior by the Fed that appears to reflect gradual adjustment.

He noted that if the Fed followed a rule such as (8.76), future changes in the funds

rate would be predictable, but evidence from forward interest rates does not support

the presence of predictable changes. Similarly, Lansing (2002) showed that the ap-

pearance of interest rate smoothing can arise if the Fed uses real-time data to update

its estimate of trend output each period. When final data are used to estimate a pol-

icy instrument rule, the serial correlation present in the Fed’s real-time errors in mea-

suring trend output will be correlated with lagged interest rates, creating the illusion

of interest rate–smoothing behavior by the Fed.

8.4.7 Model Uncertainty

Up to this point, the analysis has assumed that the central bank knows the true model

of the economy with certainty. Fluctuations in output and inflation arose only from

disturbances that took the form of additive errors. In this case, the linear-quadratic

framework results in certainty equivalence holding; the central bank’s actions depend

on its expectations of future variables but not on the uncertainty associated with

those expectations. When error terms enter multiplicatively, as occurs, for example,

when the model’s parameters are not known with certainty, equivalence will not
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hold. Brainard (1967) provided the classic analysis of multiplicative uncertainty. He

showed that when there is uncertainty about the impact a policy instrument has on

the economy, it will be optimal to respond more cautiously than would be the case in

the absence of uncertainty.

Brainard’s basic conclusion can be illustrated with a simple example. Suppose the

inflation adjustment equation given by (8.41) is modified to take the following form:

pt ¼ bEtptþ1 þ ktxt þ et; ð8:77Þ
where kt ¼ kþ vt and vt is a white noise stochastic process. In this formulation, the

central bank is uncertain about the true impact of the gap xt on inflation. For exam-

ple, the central bank may have an estimate of the coe‰cient on xt in the inflation

equation, but there is some uncertainty associated with this estimate. The central

bank’s best guess of this coe‰cient is k, and the central bank must choose its policy

before observing the actual realization of vt.

To analyze the e¤ect that uncertainty about the coe‰cient has on optimal policy,

assume that policy is conducted with discretion and the central bank’s loss function

is

L ¼ 1

2
Etðp2

t þ lx2
t Þ:

In addition, assume that the cost shock et is serially uncorrelated.

Under discretion, the central bank takes Etptþ1 as given, and the first-order condi-

tion for the optimal choice of xt is

Etðptkt þ lxtÞ ¼ 0:

Since all stochastic disturbances have been assumed to be serially uncorrelated, ex-

pected inflation will be zero, so (8.77) can be used to rewrite the first-order condition

as

Et½ðktxt þ etÞkt þ lxt� ¼ ðk2 þ s2
v Þxt þ ket þ lxt ¼ 0:

Solving for xt, one obtains

xt ¼ � k

lþ k2 þ s2
v

 !
et: ð8:78Þ

Equation (8.78) can be compared to the optimal discretionary response to the cost

shock when there is no parameter uncertainty. In this case, s2
v ¼ 0 and

xt ¼ � k

lþ k2

� �
et:
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The presence of multiplicative parameter uncertainty ðs2
v > 0Þ reduces the impact of

et on xt. As uncertainty increases, it becomes optimal to respond less to et, that is, to

behave more cautiously in setting policy.

Using (8.78) in the inflation adjustment equation (8.77),

pt ¼ ktxt þ et ¼ lþ s2
v � kðkt � kÞ

lþ k2 þ s2
v

 !
et ¼ lþ s2

v � kvt

lþ k2 þ s2
v

 !
et:

Since it is assumed that the two disturbances vt and et are uncorrelated, the uncondi-

tional variance of inflation is increasing in s2
v . In the presence of multiplicative uncer-

tainty of the type modeled here, equilibrium output is stabilized more and inflation

less in the face of cost shocks. The reason for this result is straightforward. With a

quadratic loss function, the additional inflation variability induced by the variance

in kt is proportional to xt. Reducing the variability of xt helps to o¤set the impact

of vt on the variance of inflation. It is optimal to respond more cautiously, thereby

reducing the variance of xt but at the cost of greater inflation variability.

Brainard’s basic result—multiplicative uncertainty leads to caution—is intuitively

appealing, but it is not a general result. For example, Söderström (2002) examined a

model in which there are lagged variables whose coe‰cients are subject to random

shocks. He showed that in this case, optimal policy reacts more aggressively. For ex-

ample, suppose current inflation depends on lagged inflation, but the impact of pt�1

on pt is uncertain. The e¤ect this coe‰cient uncertainty has on the variance of pt
depends on the variability of pt�1. If the central bank fails to stabilize current infla-

tion, it increases the variance of inflation in the following period. It can be optimal to

respond more aggressively to stabilize inflation, thereby reducing the impact the co-

e‰cient uncertainty has on the unconditional variance of inflation.

Some studies have combined the notion of parameter uncertainty with models of

learning to examine the implications for monetary policy (Sargent 1999). Wieland

(2000a; 2000b) examined the trade-o¤ between control and estimation that can arise

under model uncertainty. A central bank may find it optimal to experiment, chang-

ing policy to generate observations that can help it learn about the true structure of

the economy.

Another aspect of model uncertainty is measurement error or the inability to ob-

serve some relevant variables. For example, the flexible-price equilibrium level of

output is needed to measure the gap variable xt, but it is not directly observable.

Svensson and Woodford (2003; 2004) provided a general treatment of optimal policy

when the central bank’s problem involves both an estimation problem (determining

the true state of the economy such as the value of the output gap) and a control

policy (setting the nominal interest rate to a¤ect the output gap and inflation). In a
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linear-quadratic framework in which private agents and the central bank have the

same information, these two problems can be dealt with separately. Orphanides

(2000) emphasized the role the productivity slowdown played during the 1970s in

causing the Fed to overestimate potential output.39 Svensson and Williams (2008)

developed a general approach for dealing with a variety of sources of model and

data uncertainty.

Finally, the approach adopted in section 8.4.1 derived policy objectives from an

approximation to the welfare of the representative agent. The nature of this approx-

imation, however, will depend on the underlying model structure. For example,

Steinsson (2000) showed that in the Galı́ and Gertler (1999) hybrid inflation model,

in which lagged inflation appears in the inflation adjustment equation, the loss func-

tion also includes a term in the squared change in inflation. Woodford (2003a) found

that if price adjustment is characterized by partial indexation to lagged inflation,

so that the inflation adjustment equation involves pt � gpt�1 and Etðptþ1 � gptÞ (see
section 6.3.2), the period loss function includes ðpt � gpt�1Þ2 rather than p2

t . Thus,

uncertainty about the underlying model will also translate into uncertainty about

the appropriate objectives of monetary policy because policy objectives cannot be

defined independently of the model that defines the costs of economic fluctuations

(see Walsh 2005a).

8.5 Summary

This chapter has reviewed the basic new Keynesian model that has come to dominate

modern macroeconomics, particularly for addressing monetary policy issues. The

basic model is a dynamic stochastic general equilibrium model based on optimizing

households, with firms operating in an environment of monopolistic competition and

facing limited ability to adjust their prices. The staggered overlapping process of

price adjustment apparent in the microeconomic evidence (see chapter 6) is captured

through the use of the Calvo mechanism. The details would di¤er slightly if alterna-

tive models of price stickiness were employed, but the basic model structure would

not change. This structure consists of two parts. The first is an expectational IS curve

derived from the Euler condition describing the first-order condition implied by inter-

temporal optimization on the part of the representative household. The second is a

Phillips curve relationship linking inflation to an output gap measure. The model is

closed by adding a specification for policy.

39. See also Levin, Wieland, and Williams (1999); Ehrmann and Smets (2001); and Orphanides and
Williams (2002).
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The model provides insights into the costs of inflation in generating an ine‰cient

dispersion of relative prices. A model-consistent objective function for policy, derived

as a second-order approximation to the welfare of the representative agent, calls for

stabilizing inflation volatility as well as volatility in the gap between output and the

output level that would arise under flexible prices.

The new Keynesian approach emphasizes the role of forward-looking expecta-

tions. The presence of forward-looking expectations implies that expectations about

future policy actions play an important role, and a central bank that can influence

these expectations, as assumed under a policy regime of commitment, can do better

than one that sets policy in a discretionary manner.

8.6 Appendix

This appendix provides details on the derivation of the linear new Keynesian

Phillips curve and on the approximation to the welfare of the representative house-

hold.

8.6.1 The New Keynesian Phillips Curve

In this section, (8.12) and (8.16) are used to obtain an expression for the deviations of

the inflation rate around its steady-state level. Assume that the steady state involves a

zero rate of inflation. Let Qt ¼ p�
t =Pt be the relative price chosen by all firms that

adjust their price in period t. The steady-state value of Qt is Q ¼ 1; this is also the

value Qt equals when all firms are able to adjust every period. Dividing (8.16) by

Pt, one obtains 1 ¼ ð1� oÞQ1�y
t þ oðPt�1=PtÞ1�y. Expressed in terms of percentage

deviations around the zero inflation steady state, this becomes

0 ¼ ð1� oÞq̂qt � opt ) q̂qt ¼
o

1� o

� �
pt: ð8:79Þ

To obtain an approximation to (8.12), note that it can be written as

Et

Xy
i¼0

o ib iC1�s
tþi

Ptþi

Pt

� �y�1
" #

Qt ¼ m Et

Xy
i¼0

o ib iC1�s
tþi jtþi

Ptþi

Pt

� �y" #
: ð8:80Þ

The left side of (8.80) is approximated by

C1�s

1� ob

� �
þ C1�s

1� ob

� �
q̂qt þ C1�s

Xy
i¼0

o ib i½ð1� sÞEtĉctþi þ ðy� 1ÞðEtp̂ptþi � p̂ptÞ�:

The right side is approximated by
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m
C1�s

1� ob

� �
jþ jC1�s

Xy
i¼0

o ib i½Etĵjtþi þ ð1� sÞEtĉctþi þ yðEtp̂ptþi � p̂ptÞ�
( )

:

Setting these two expressions equal and noting that mj ¼ 1 yields

1

1� ob

� �
q̂qt þ

Xy
i¼0

o ib i½ð1� sÞEtĉctþi þ ðy� 1ÞðEtp̂ptþi � p̂ptÞ�

¼
Xy
i¼0

o ib i½Etĵjtþi þ ð1� sÞEtĉctþi þ yðEtp̂ptþi � p̂ptÞ�:

Canceling terms that appear on both sides of this equation leaves

1

1� ob

� �
q̂qt ¼

Xy
i¼0

o ib iðEtĵjtþi þ Etp̂ptþi � p̂ptÞ;

or

1

1� ob

� �
q̂qt ¼

Xy
i¼0

o ib iðEtĵjtþi þ Etp̂ptþiÞ �
1

1� ob

� �
p̂pt:

Multiplying by 1� ob and adding p̂pt to both sides yields

q̂qt þ p̂pt ¼ ð1� obÞ
Xy
i¼0

o ib iðEtĵjtþi þ Etp̂ptþiÞ:

The left side is the optimal nominal price p̂p�
t ¼ q̂qt þ p̂pt, and this is set equal to the

expected discounted value of future nominal marginal costs. This equation can be re-

written as q̂qt þ p̂pt ¼ ð1� obÞðĵjt þ p̂ptÞ þ obðEtq̂qtþ1 þ Etp̂ptþ1Þ. Rearranging this ex-

pression yields

q̂qt ¼ ð1� obÞĵjt þ obðEtq̂qtþ1 þ Etp̂ptþ1 � p̂ptÞ
¼ ð1� obÞĵjt þ obðEtq̂qtþ1 þ Etptþ1Þ:

Now using (8.79) to eliminate q̂qt, one obtains

o

1� o

� �
pt ¼ ð1� obÞĵjt þ ob

o

1� o

� �
Etptþ1 þ Etptþ1

� �

¼ ð1� obÞĵjt þ ob
1

1� o

� �
Etptþ1:
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Multiplying both sides by ð1� oÞ=o produces the forward-looking new Keynesian

Phillips curve:

pt ¼ ~kkĵjt þ bEtptþ1;

where

~kk ¼ ð1� oÞð1� obÞ
o

:

When production is subject to diminishing returns to scale, firm-specific marginal

cost may di¤er from average marginal cost. Let A ¼ yð1� aÞ=a. All firms adjusting

at time t set their relative price such that

q̂qt þ p̂pt ¼ ð1� obÞ
Xy
i¼0

o ib iðEtĵjjtþi þ Etp̂ptþiÞ

¼ ð1� obÞ
Xy
i¼0

o ib i½Etĵjtþi � Aðq̂qt þ p̂pt � Etp̂ptþiÞ þ Etp̂ptþi�:

This equation can be rewritten as

q̂qt þ p̂pt ¼ ð1� obÞðĵjt � Aq̂qt þ p̂ptÞ

þ obð1� obÞ
Xy
i¼0

o ib i½Etĵjtþ1þi � Aðq̂qt þ p̂pt � Etp̂ptþ1þiÞ þ Etp̂ptþ1þi�:

By rearranging this equation, and recalling that q̂qt ¼ opt=ð1� oÞ, one obtains
o

1� o

� �
ð1þ AÞpt ¼ ð1� obÞĵjt þ obð1þ AÞ o

1� o

� �
Etptþ1 þ Etptþ1

� �

¼ ð1� obÞĵjt þ obð1þ AÞ 1

1� o

� �
Etptþ1:

Multiplying both sides by ð1� oÞ=oð1þ AÞ produces

pt ¼ bEtptþ1 þ ~kk

1þ A

� �
ĵjt:

8.6.2 Approximating Utility

In this section, details on the derivation of (8.44) are provided. The analysis is based

on Woodford (2003). To derive an approximation to the representative agent’s
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utility, it is necessary to first introduce some additional notation. For any variable

Xt, let X be its steady-state value, let X �
t be its e‰cient level (if relevant), and let

~XXt ¼ Xt � X be the deviation of Xt around the steady state. Let X̂Xt ¼ logðXt=XÞ be
the log deviation of Xt around its steady-state value. Using a second-order Taylor

approximation, the variables ~XXt and X̂Xt can be related as

~XXt ¼ Xt � X ¼ X
Xt

X
� 1

� �
AX X̂Xt þ 1

2
X̂X 2

t

� �
: ð8:81Þ

Employing this notation, one can develop a second-order approximation to the util-

ity of the representative household.

The first term on the right side of (8.43) is the utility from consumption. This can

be approximated around the steady state as

UðYt; ztÞAUðY ; 0Þ þUY
~YYt þUzzt þ 1

2
UYY

~YY 2
t þUY ; zzt ~YYt þ 1

2
z 0tUz; zzt: ð8:82Þ

Using (8.81), and ignoring terms of order 3 or higher, such as ŶY i
t for i > 2 and ztŶY

2
t ,

(8.82) becomes

UðYt; ztÞAUðY ; 0Þ þUYY ŶYt þ 1

2
ŶY 2

t

� �
þUzzt þ 1

2
UYYY

2ŶY 2
t

þUY ; zztYŶYt þ 1

2
z 0tUz; zzt

¼ UYY ŶYt þ 1

2
1þUYY

UY

Y

� �
ŶY 2

t þUY ; z

UY

ztŶYt

� �
þ t:i:p:;

where t.i.p. are terms independent of policy. The choice of terms to include in t.i.p. is

based on the implication of the new Keynesian model that the steady state is inde-

pendent of monetary policy. To simplify the approximation, define

s ¼ �UYYY

UY

as the coe‰cient of relative risk aversion, and let

ft ¼ � UY ; z

UYYY
zt:

Then the approximation for UðY ; zÞ becomes
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UðYt; ztÞAUYY ŶYt þ 1

2
ð1� sÞŶY 2

t þ sftŶYt

� �
þ t:i:p:

Next, analyze the second term on the right in (8.43), the term arising from the dis-

utility of work. Expanding this around the steady state yields

vðcjt; ztÞAvðY ; 0Þ þ vc~ccjt þ vzzt þ 1

2
vcc~cc

2
jt þ vc; zzt~ccjt þ 1

2
z 0tvzzzt:

By approximating ~ccjt with Y ĉcjt þ 1
2 ĉc

2
jt

� 	
, one obtains

vðcjt; ztÞAvcY ĉcjt þ 1

2
ĉc2jt þ

1

2

vccY

vc
ĉc2jt þ

vc; z

vc
ztĉcjt

� �
þ t:i:p:

This last equation can be written as

vðcjt; ztÞAvcY ĉcjt þ 1

2
1þ vccY

vc

� �
ĉc2jt þ

vc; z

vc
ztĉcjt

� �
þ t:i:p:

¼ vcY ĉcjt þ 1

2
ð1þ hÞĉc2jt � hqtĉcjt

� �
þ t:i:p:;

where

h ¼ vccY

vc

and

qt ¼ � vc; z

vccY
zt:

To proceed further, recall the model of monopolistic competition underlying the

new Keynesian framework. In a model of perfect competition, the household pro-

ducer of good i would equate the marginal rate of substitution between leisure and

consumption to the real wage, or vc=UY ¼ 1, since the implicit production function is

cjt ¼ njt. In the presence of monopolistic competition, vc=UY ¼ ðy� 1Þ=y is 1 over the
markup. Define F ¼ 1=y. Then vc=UY ¼ 1�F. If the distortion created by monopo-

listic competition is small, terms such as Fĉc2jt and Fqtĉcjt will be of third order, and

vðcjt; ztÞAUYY ð1�FÞĉcjt þ 1

2
ð1þ hÞĉc2jt � hqtĉcjt

� �
þ t:i:p:

Integrating over all goods, and using the relationship ŶYAEj ĉcjt þ 1
2 ð1� y�1Þvarj ĉcjt,
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ð 1
0

vðĉcjt; ztÞ djAUYY ð1�FÞEj ĉcjt þ 1

2
ð1þ hÞ½ðEj ĉcjtÞ2 þ varj ĉcjt� � hqtEj ĉcjt

� �
þ t:i:p:

¼ UYY ð1�F� hqtÞŶYt þ 1

2
ð1þ hÞŶY 2

t þ 1

2
ðy�1 þ hÞvarj ĉcjt

� �
þ t:i:p:;

where terms such as varj ĉc
4
jt and ĉcjtvarj ĉcjt are set equal to zero.

Bringing together the results for the utility of consumption and the disutility of

work,

VAUYY ŶYt þ 1

2
ð1� sÞŶY 2

t þ sftŶYt

� �

�UYY ð1�F� hqtÞŶYt þ 1

2
ð1þ hÞŶY 2

t þ 1

2
ðy�1 þ hÞvarj ĉcjt

� �
þ t:i:p:

¼ UYY ðFþ sft þ hqt�ŶYt � 1

2
ðsþ hÞŶY 2

t � 1

2
ðy�1 þ hÞvarj ĉcjt

� �
þ t:i:p:

To gain insight into this expression for utility, it is useful to derive the equilibrium

output level under flexible prices. In a flexible-price equilibrium, the marginal prod-

uct of labor equals the markup arising from monopolistic competition times the mar-

ginal rate of substitution between leisure and consumption. Given the specification of

the composite consumption good in (8.42), the markup equals y=ðy� 1Þ. Thus, in the

flexible-price equilibrium,

y

y� 1

� �
vc

UY

¼ 1:

Multiply both sides of this expression by UY and log-linearizing the result reveals

that the flexible-price output level ŶY
f
t satisfies

y

y� 1

� �
½vcðY ; 0Þ þ vccYŶY

f
t þ vc; zẑzt� ¼ UY þUYYYŶY

f
t þUY ; zẑzt:

Dividing both sides by UY ¼ yvcðY ; 0Þ=ðy� 1Þ,

vccYŶY
f
t þ vc; zẑzt

vcðY ; 0Þ ¼ UYYYŶY
f
t þUY ; zẑzt

UY

;

or

hŶY
f
t � hqt ¼ �sŶY

f
t þ sft:
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Solving for ŶY f
t ,

ŶY
f
t ¼ sft þ hqt

sþ h

� �
:

The utility approximation can now be written as

VA� 1

2

� �
ðsþ hÞUcY ŶY 2

t � 2
Fþ sft þ hqt

sþ h

� �
ŶYt þ y�1 þ h

sþ h

 !
varj ĉcjt

" #
þ t:i:p:

¼ � 1

2

� �
ðsþ hÞUcY ðxt � x�Þ2 þ y�1 þ h

sþ h

 !
varj ĉcjt

" #
þ t:i:p:;

where

xt 1 ŶYt � ŶY
f
t

is the gap between output and the flexible-price equilibrium output, and

x� 1
F

sþ h
:

Letting Y � be the steady-state e‰cient level of output, x� is equal to logðY �=YÞ
and is a measure of the distortion created by the presence of monopolistic competi-

tion.

The next step in obtaining an approximation to the utility of the representative

agent involves expressing the variance of ĉcjt in terms of the dispersion of prices across

individual firms.

With the assumed utility function, the demand for good i satisfies ĉcjt ¼ ½pjt=Pt��y
Yt.

Taking logs,

log ĉcjt ¼ log Yt � yðlog pjt � log PtÞ;
so

vari log ĉcjt ¼ y2vari log pjt:

Hence, one can evaluate alternative policies using as the welfare criterion

� 1

2
YUc½ðsþ hÞðxt � x�Þ2 þ ðy�1 þ hÞy2varj log pjt�: ð8:83Þ

The last step in the approximation process is to relate varj log pjt to the average

inflation rate across all firms. To do so, recall that the price adjustment mechanism
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involves a randomly chosen fraction 1� o of all firms optimally adjusting price each

period. Define Pt 1Ej log pjt and Dt 1 varj log pjt. Then, since varjPt�1 ¼ 0,

Dt ¼ varj½log pjt � Pt�1�

¼ Ej½log pjt � Pt�1�2 � ½Ej log pjt � Pt�1�2

¼ oEj½log pjt�1 � Pt�1�2 þ ð1� oÞðlog p�
t � Pt�1Þ2 � ðPt � Pt�1Þ2;

where p�
t is the price set at time t by the fraction 1� o of firms that reset their price.

Given that Pt ¼ ð1� oÞ log p�
t þ oPt�1,

log p�
t � Pt�1 ¼ 1

1� o

� �
ðPt � Pt�1Þ:

Using this result,

Dt ¼ oDt�1 þ o

1� o

� �
ðPt � Pt�1Þ2

AoDt�1 þ o

1� o

� �
p2
t :

This implies

Et

Xy
i¼0

b iDtþi ¼ o

ð1� oÞð1� obÞ
� �

Et

Xy
i¼0

b ip2
tþi þ t:i:p:;

where the terms independent of policy include the initial degree of price dispersion.

Combining this with (8.83), the present discounted value of the utility of the repre-

sentative household can be approximated by

Et

Xy
i¼0

b iVtþiA�WEt

Xy
i¼0

b i½p2
tþi þ lðxtþi � x�Þ2�;

where

W ¼ 1

2
UYY

o

ð1� oÞð1� obÞ
� �

ðy�1 þ hÞy2

and

l ¼ ð1� oÞð1� obÞ
o

� � ðsþ hÞ
ð1þ hyÞy :
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8.7 Problems

1. Consider a simple forward-looking model of the form

xt ¼ Etxtþ1 � s�1ðit � Etptþ1Þ þ ut;

pt ¼ bEtptþ1 þ kxt þ et:

Suppose policy reacts to the output gap:

it ¼ dxt:

Write this system in the form given by (8.26). Are there values of d that ensure a

unique stationary equilibrium? Are there values that do not?

2. Consider the model given by

xt ¼ Etxtþ1 � s�1ðit � Etptþ1Þ
pt ¼ bEtptþ1 þ kxt:

Suppose policy sets the nominal interest rate according to a policy rule of the form

it ¼ f1Etptþ1

for the nominal rate of interest.

a. Write this system in the form Etztþ1 ¼ Mzt þ ht, where zt ¼ ½xt; pt� 0.
b. For b ¼ 0:99, k ¼ 0:05, and s ¼ 1:5, plot the absolute values of the two eigen-

values of M as a function of f1 > 0.

c. Are there values of f1 for which the economy does not have a unique stationary

equilibrium?

3. Assume the utility of the representative agent is given by

C1�s
t

1� s
� xtN

1þh
t

1þ h
:

The aggregate production function is Yt ¼ ZtNt. The notation is C is consumption, x

is a stochastic shock to tastes, N is time spent working, Y is output, and Z is an ag-

gregate productivity disturbance; s and h are constants. The stochastic variable x has

a mean of 1.

a. Derive the household’s first-order condition for labor supply. Show how labor

supply depends on the taste shock, and explain how a positive realization of x would

a¤ect labor supply.
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b. Derive an expression for the flexible-price equilibrium output ŷy
f
t for this

economy.

c. Does the taste shock a¤ect the flexible-price equilibrium? If it does, explain how

and why.

d. The household’s Euler condition for optimal consumption choice (expressed in

terms of the output gap and in percent deviations around the steady state) can be

written as

xt ¼ Etxtþ1 � 1

s

� �
ðit � Etptþ1 � rnt Þ:

How does rn depend on the behavior of the flexible-price equilibrium output? Does it

depend on the taste shock x? Explain intuitively whether a positive realization of x

raises, lowers, or leaves unchanged the flexible-price equilibrium real interest rate.

4. Suppose the economy is characterized by

xt ¼ Etxtþ1 � 1

s

� �
ðit � Etptþ1 � rnt Þ

and

pt ¼ bEtptþ1 þ kxt:

What problems might arise if the central bank decides to set its interest rate instru-

ment according to the rule it ¼ rnt ?

5. Suppose the economy is described by the basic new Keynesian model consisting of

xt ¼ Etxtþ1 � s�1ðit � Etptþ1Þ
pt ¼ bEtptþ1 þ kxt

it ¼ fppt þ fxxt:

a. If fx ¼ 0, explain intuitively why fp > 1 is needed to ensure that the equilibrium

will be unique.

b. If both fp and fx are non-negative, the condition given by (8.29) implies that the

economy can still have a unique stable equilibrium even when

1� ð1� bÞfx
k

< fp < 1:

Explain intuitively why some values of fp < 1 are still consistent with uniqueness

when fx > 0.
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6. Assume the utility of the representative agent is given by

C1�s
t

1� s
� ð1þ xtÞN 1þh

t

1þ h
:

The aggregate production function is Yt ¼ ZtNt. The notation is C is consumption, x

is a stochastic shock to tastes, N is time spent working, Y is output, and Zt ¼
ð1þ ztÞ is a stochastic aggregate productivity disturbance; s and h are constants.

Both x and z have zero means. Assume a standard model of monopolistic competi-

tion with Calvo pricing.

a. Assuming a zero steady-state rate of inflation, the inflation adjustment equation

can be written as

pt ¼ bEtptþ1 þ kmt;

where mt is real marginal cost (expressed as a percent deviation around the steady

state). Derive an expression for mt in terms of an output gap.

b. Does the taste shock a¤ect the output gap? Does it a¤ect inflation? Explain.

7. Assume the utility of the representative agent is given by

C1�s
t

Mt

Pt

� 	1�b

1� s
� N

1þh
t

1þ h
:

The aggregate production function is Yt ¼ ZtN
a
t .

a. Show that the household’s first-order condition for labor supply takes the form

hn̂nt þ sĉct � mw
t ¼ ŵwt � p̂pt;

where mw
t ¼ ð1� bÞðm̂mt � p̂ptÞ.

b. Derive an expression for the flexible-price equilibrium output ŷy
f
t and the output

gap xt ¼ ŷyt � ŷy
f
t .

c. Does money a¤ect the flexible-price equilibrium? Does the nominal interest rate?

Explain.

8. Suppose the economy is characterized by (8.40) and (8.41), and let the cost shock

be given by et ¼ ret�1 þ et. The central bank’s loss function is (8.45). Assume that

the central bank can commit to a policy rule of the form pt ¼ get.

a. What is the optimal value of g?

b. Find the expression for equilibrium output gap under this policy.
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9. In section 8.4.4, the case of commitment to a rule of the form xt ¼ bxet was ana-

lyzed. Does a unique stationary rational-expectations equilibrium exist under such a

commitment? Suppose instead that the central bank commits to the rule it ¼ biet for

some constant bi. Does a unique stationary rational-expectations equilibrium exist

under such a commitment? Explain why the two cases di¤er.

10. Suppose the economy’s inflation rate is described by the following equation (all

variables expressed as percentage deviations around a zero inflation steady state):

pt ¼ bEtptþ1 þ kxt þ et;

where xt is the gap between output and the flexible-price equilibrium output level,

and et is a cost shock. Assume that

et ¼ reet�1 þ et;

where c and e are white noise processes. The central bank sets the nominal interest

rate it to minimize

1

2
Et

Xy
i¼0

b iðp2
tþi þ lx2

tþiÞ
" #

:

a. Derive the first-order conditions linking inflation and the output gap for the fully

optimal commitment policy.

b. Explain why the first-order condition for time t di¤ers from the first-order condi-

tion for tþ i for i > 0.

c. What is meant by a commitment policy that is optimal from a timeless perspec-

tive? (Explain in words.)

d. What is the first-order condition linking inflation and the output gap that the cen-

tral bank follows under an optimal commitment policy from a timeless perspective?

e. Explain why, under commitment, the central bank promises a deflation in the

period after a positive cost shock (assume the cost shock is serially uncorrelated).

11. Explain why inflation is costly in a new Keynesian model.

12. Suppose the economy is described by the following log-linearized system:

xt ¼ Etxtþ1 � 1

s

� �
ðit � Etptþ1Þ þ Etðztþ1 � ztÞ þ ut

pt ¼ bEtptþ1 þ kxt þ et;

where ut is a demand shock, zt is a productivity shock, and et is a cost shock. Assume

that
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ut ¼ ruut�1 þ xt

zt ¼ rzzt�1 þ ct

et ¼ reet�1 þ et;

where x, c, and e are white noise processes. The central bank sets the nominal inter-

est rate it to minimize

1

2

� �
Et

Xy
i¼0

b iðp2
tþi þ lx2

tþiÞ
" #

:

a. Derive the optimal time-consistent policy for the discretionary central banker.

Write the first-order conditions and the reduced-form solutions for xt and pt.

b. Derive the interest rate feedback rule implied by the optimal discretionary policy.

c. Show that under the optimal policy, nominal interest rates are increased enough

to raise the real interest rate in response to a rise in expected inflation.

d. How will xt and pt move in response to a demand shock? A productivity shock?

13. Suppose the central bank cares about inflation variability, output gap variablil-

ity, and interest rate variability. The objective of the central bank is to minimize

1

2

� �
Et

Xy
i¼0

b i½p2
tþi þ lxx

2
tþi þ liðitþi � i�Þ2�:

The structure of the economy is given by

pt ¼ bEtptþ1 þ kxt þ et

xt ¼ Etxtþ1 � 1

s

� �
ðit � Etptþ1 � rtÞ;

where e and r are exogenous stochastic shocks. Let ct denote the Lagrangian multi-

plier on the Phillips curve, and let yt be the multipler on the IS curve.

a. Derive the first-order conditions for the optimal policy of the central bank under

discretion.

b. Show that y is nonzero if li > 0. Explain the economics behind this result.

c. Derive the first-order conditions for the fully optimal commitment policy. How do

these di¤er from the conditions you found in (a)?

d. Derive the first-order conditions for the optimal commitment policy from a time-

less perspective. How do these di¤er from the conditions you found in (c)?
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14. Consider a basic new Keynesian model with Calvo adjustment of prices and flex-

ible nominal wages.

a. In this model, inflation volatility reduces the welfare of the representative agent.

Explain why.

b. In the absence of cost shocks, optimal policy would ensure that inflation and the

output gap both remain equal to zero. What does this imply for the behavior of out-

put? Why can output fluctuate e‰ciently despite sticky prices?

c. Suppose both prices and nominal wages are sticky (assume a Calvo model for

wages). Will volatility in the rate of wage inflation be welfare reducing? Explain.

d. Are zero inflation and a zero output gap still feasible? Explain.

15. A key issue in the analysis of policy trade-o¤s is the source of the stochastic

shocks in the model. Consider two examples: (1) The utility function takes the form

C1�s
t

1� s
� w

N
1þht
t

1þ ht
;

where ht is stochastic. (2) There is a labor tax tt such that the after-tax wage is

ð1� ttÞWt. Assume a standard model of monopolistic competition.

a. Derive the condition for labor market equilibrium under flexible prices for each of

the two cases.

b. Linearize the conditions found in part (a), and for each case, derive the flexible-

price equilibrium output in terms of percent deviations from the steady state. Clearly

state any assumptions you need to make on the h and t processes or about other

aspects of the model.

c. Assume sticky prices, as in the Calvo model. Express real marginal cost in terms

of an output gap.

d. Does either ht or tt appear as a cost shock?

e. Do you think either ht or tt causes a wedge between the flexible-price output level

and the e‰cient output level?

16. Suppose inflation adjustment is given by (8.61). The central bank’s objective is to

minimize

1

2

� �
Et

Xy
i¼0

b iðp2
tþi þ lx2

tþiÞ

subject to (8.61). Use the programs available from Paul Söderlind’s web site, hhttp://
www.hhs.se/personal/Psoderlind/Software/Software.htmi, to answer this question.
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a. Calculate the response of the output gap and inflation to a serially uncorrelated

positive cost shock for f ¼ 0; 0:25; 0:5; 0:75, and 1 under the optimal discretionary

policy.

b. Now do the same for the optimal commitment policy.

c. Discuss how the di¤erences between commitment and discretion depend on f, the

weight on lagged inflation in the inflation adjustment equation.

17. Suppose

pt � gpt�1 ¼ bðEtptþ1 � gptÞ þ kxt þ et

et ¼ 0:25et�1 þ et;

and the period loss function is

Lt ¼ ðpt � gpt�1Þ2 þ 0:25x2
t :

a. Analytically find the optimal targeting rule under discretion.

b. Analytically find the optimal targeting rule under commitment (timeless

perspective).

c. How do the volatilities of inflation and the output gap depend on the value of g?

Explain.

d. How does the unconditional expected value of the loss function depend on g?

Explain.

18. Suppose the inflation equation contains lagged inflation:

pt ¼ ð1� fÞbEtptþ1 þ fpt�1 þ kxt þ et:

a. Show that the optimal commitment policy from a timeless perspective is

pt þ ðl=kÞ½xt � ð1� fÞxt�1 � bfEtxtþ1� ¼ 0:

b. Show that the unconditional optimal commitment policy takes the form

pt þ ðl=kÞ½xt � bð1� fÞxt�1 � fEtxtþ1� ¼ 0:

19. The following model has been estimated by Lindé (2002), although the values

here are from Svensson and Williams (2005):

pt ¼ 0:4908Etptþ1 þ ð1� 0:4908Þpt�1 þ 0:0081yt þ ept

yt ¼ 0:4408Etytþ1 þ ð1� 0:4408Þ½1:1778yt�1 þ ð1� 1:1778Þyt�2�

� 0:0048ðit � Etptþ1Þ þ e
y
t
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it ¼ ð1� 0:9557þ 0:0673Þð1:3474pt þ 0:7948ytÞ þ 0:9557it�1 � 0:0673it�2 þ e it

with sp ¼ 0:5923, sy ¼ 0:4126, and si ¼ 0:9918.

a. Write this system in the form Etztþ1 ¼ Mzt þ ht for appropriately defined vectors

z and h.

b. Using the programs available at hhttp://people.ucsc.edu/~walshc/mtp3e/i, plot
the impulse response functions showing how inflation and the output gap respond

to each of the three shocks.

c. How are the impulse responses a¤ected if the coe‰cient on inflation in the policy

rule is reduced from 1:3474 to 1:1?
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9 Money and the Open Economy

9.1 Introduction

The analysis in earlier chapters was conducted in the context of a closed economy.

Many useful insights into monetary phenomena can be obtained while abstracting

from the linkages that tie di¤erent economies together, but clearly many issues do

require an open-economy framework if they are to be adequately addressed. New

channels through which monetary factors can influence the economy arise in open

economies. Exchange rate movements, for example, play an important role in the

transmission process that links monetary disturbances to output and inflation move-

ments. Open economies face the possibility of economic disturbances that originate

in other countries, and this raises questions of monetary policy design that are absent

in a closed-economy environment. Should policy respond to exchange rate move-

ments? Should monetary policy be used to stabilize exchange rates? Should national

monetary policies be coordinated?

This chapter begins with a two-country model based on Obstfeld and Rogo¤

(1995; 1996). The two-country model has the advantage of capturing some of the im-

portant linkages between economies while still maintaining a degree of simplicity and

tractability. Because an open economy is linked to other economies, policy actions in

one economy have the potential to a¤ect other economies. Spillovers can occur. And

policy actions in one country will depend on the response of monetary policy in the

other. Often, because of these spillovers, countries attempt to coordinate their policy

actions. The role of policy coordination is examined in section 9.3.

Section 9.4 considers the case of a small open economy. In the open-economy liter-

ature, a small open economy denotes an economy that is too small to a¤ect world

prices, interest rates, or economic activity. Since many countries really are small rel-

ative to the world economy, the small-open-economy model provides a framework

that is relevant for studying many policy issues.

The analyses of policy coordination and the small open economy are conducted

using models in which behavioral relationships are specified directly rather than



derived from underlying assumptions about the behavior of individuals and firms. As

a result, the frameworks are of limited use for conducting normative analysis because

they are unable to make predictions about the welfare of the agents in the model.

This is one reason for beginning the discussion of the open economy with the

Obstfeld-Rogo¤ model. It is based explicitly on the assumption of optimizing agents

and therefore o¤ers a natural metric—in the form of the utility of the representative

agent—for addressing normative policy questions. The chapter ends by returning, in

section 9.5, to a class of models based on optimizing agents and nominal rigidities.

These models are the open-economy counterparts of the new Keynesian model of

chapter 8.

9.2 The Obstfeld-Rogo¤ Two-Country Model

Obstfeld and Rogo¤ (1995; 1996) examined the linkages between two economies

within a framework that combines three fundamental building blocks. The first is an

emphasis on intertemporal decisions by individual agents; foreign trade and asset ex-

change open up avenues for transferring resources over time that are not available in

a closed economy. A temporary positive productivity shock that raises current out-

put relative to future output induces individuals to increase consumption both now

and in the future as they try to smooth the path of consumption. Since domestic

consumption rises less than domestic output, the economy increases its net exports,

thereby accumulating claims against future foreign output. These claims can be used

to maintain higher consumption in the future after the temporary productivity in-

crease has ended. The trade balance therefore plays an important role in facilitating

the intertemporal transfer of resources.

Monopolistic competition in the goods market is the second building block of the

Obstfeld-Rogo¤ model. This by itself has no implications for the e¤ects of monetary

disturbances, but it does set the stage for the third aspect of their model, sticky

prices. These basic building have already been discussed, so the focus here is on the

new aspects introduced by open-economy considerations. Detailed derivations of the

various components of the model are provided in the chapter appendix (section 9.7).

It will simplify the exposition to deal with a nonstochastic model in order to highlight

the new factors that arise in the open-economy context.

Each of the two countries is populated by a continuum of agents, indexed by

z A ½0; 1�, who are monopolistic producers of di¤erentiated goods. Agents z A ½0; n� re-
side in the home country, and agents z A ðn; 1� reside in the foreign country. Thus, n

provides an index of the relative sizes of the two countries. If the countries are of

equal size, n ¼ 1
2 . Foreign variables are denoted by a superscript asterisk (*).
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The present discounted value of lifetime utility of a domestic resident j is

U j ¼
Xy
t¼0

b t log C
j
t þ b log

M
j
t

Pt

� k

2
Ytð jÞ2

" #
; ð9:1Þ

where C
j
t is agent j 0s period t consumption of the composite consumption good,

defined by

C
j
t ¼

ð1
0

C
j
t ðzÞq

� �1=q
; 0 < q < 1; ð9:2Þ

and consumption by agent j of good z is C
j
t ðzÞ, z A ½0; 1�. The aggregate domestic

price deflator P is defined as

Pt ¼
ð1
0

PtðzÞq=ðq�1Þ
� �ðq�1Þ=q

: ð9:3Þ

This price index P depends on the prices of all goods consumed by domestic residents

(the limits of integration run from 0 to 1). It incorporates prices of both domestically

produced goods fPðzÞ for z A ½0; n�g and foreign-produced goods fPðzÞ for z A ðn; 1�g.
Thus, P corresponds to a consumer price index concept of the price level, not a

GDP price deflator that would include only the prices of domestically produced

goods.

Utility also depends on the agent’s holdings of real money balances. Agents are

assumed to hold only their domestic currency, so M
j
t =Pt appears in the utility func-

tion (9.1). Since agent j is the producer of good j, the e¤ort of producing output

Ytð jÞ generates disutility. A similar utility function is assumed for residents of the

foreign country:

U�j ¼
Xy
t¼0

b t log C
�j
t þ b log

M
�j
t

P�
t

� k

2
Y �

t ð jÞ2
" #

;

where C�j and P� are defined analogously to C j and P.

Agent j will pick consumption, money holdings, holdings of internationally traded

bonds, and output of good j to maximize utility subject to the budget constraint

PtC
j
t þM

j
t þ PtTt þ PtB

j
t aPtð jÞYtð jÞ þ Rt�1PtB

j
t�1 þM

j
t�1:

The gross real rate of interest is denoted R, and T represents real taxes minus trans-

fers. Bonds purchased at time t� 1, B j
t�1, yield a gross real return Rt�1. As in the

9.2 The Obstfeld-Rogo¤ Two-Country Model 397



analysis in chapter 2, the role of T is to allow for variations in the nominal supply of

money, with PtTt ¼ ðMt �Mt�1Þ. Dividing the budget constraint by Pt, one obtains

C
j
t þ

M
j
t

Pt

þ Tt þ B
j
t a

Ptð jÞ
Pt

� �
Ytð jÞ þ Rt�1B

j
t�1 þ

1

1þ pt

� �
M

j
t�1

Pt�1
; ð9:4Þ

where pt is the inflation rate from t� 1 to t. To complete the description of the

agent’s decision problem, one needs to specify the demand for the good the agent

produces. This specification is provided in chapter appendix section 9.7.1, where it

is shown that the following necessary first-order conditions can be derived from the

individual consumer/producer’s decision problem:

C
j
tþ1 ¼ bRtC

j
t ð9:5Þ

kYtð jÞ ¼ q
1

C
j
t

 !
Ytð jÞ
Cw

t

� �q�1

ð9:6Þ

M
j
t

Pt

¼ bC
j
t

1þ it

it

� �
; ð9:7Þ

together with the budget constraint (9.4) and the transversality condition

lim
i!y

Yi
s¼0

R�1
tþs�1 B

j
tþi þ

M
j
tþi

Ptþi

 !
¼ 0:

In these expressions, it is the nominal rate of interest, defined as Rtð1þ ptþ1Þ � 1. In

(9.6), Cw
t 1 nCt þ ð1� nÞC �

t is world consumption, where Ct ¼
Ð n
0 C

j
t dj and C �

t ¼Ð 1
n
C

j
t dj equal total home and foreign consumption.

Equation (9.5) is a standard Euler condition for the optimal consumption path.

Equation (9.6) states that the ratio of the marginal disutility of work to the marginal

utility of consumption must equal the marginal product of labor.1 Equation (9.7) is

the familiar condition for the demand for real balances of the domestic currency, re-

quiring that the ratio of the marginal utility of money to the marginal utility of con-

sumption equal it=ð1þ itÞ. Similar expressions hold for the foreign consumer and

producer.

Let St denote the nominal exchange rate between the two currencies, defined as the

price of foreign currency in terms of domestic currency. A rise in St means that the

price of foreign currency has risen in terms of domestic currency; consequently, a

1. See (9.107) in the appendix.
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unit of domestic currency buys fewer units of foreign currency. So a rise in St corre-

sponds to a fall in the value of the domestic currency.

The exchange rate between goods produced domestically and goods produced in

the foreign economy will also play an important role. The law of one price requires

that good z sell for the same price in both the home and foreign countries when ex-

pressed in a common currency.2 This requires

PtðzÞ ¼ StP
�
t ðzÞ:

It follows from the definitions of the home and foreign price levels that

Pt ¼ StP
�
t : ð9:8Þ

Any equilibrium must satisfy the first-order conditions for the agent’s decision prob-

lem, the law of one price, and the following additional market-clearing conditions:

Goods market clearing: Cw
t ¼ n

PtðhÞ
Pt

� �
YtðhÞ þ ð1� nÞ P�

t ð f Þ
P�
t

� �
Y �

t ð f Þ1Y w
t ;

where PðhÞ and YðhÞ are the price and output of the representative home good (and

similarly for P�ð f Þ and Y �ð f Þ), and

Bond market clearing: nBt þ ð1� nÞB�
t ¼ 0:

From the structure of the model, it should be clear that one-time proportional

changes in the nominal home money supply, all domestic prices, and the nominal ex-

change rate leave the equilibrium for all real variables una¤ected—the model dis-

plays monetary neutrality. An increase in M accompanied by a proportional decline

in the value of home money in terms of goods (i.e., a proportional rise in all Pð jÞ)
and a decline in the value of M in terms of M � (i.e., a proportional rise in S) leaves

equilibrium consumption and output in both countries, together with prices in the

foreign country, unchanged.

In the steady state, the model’s budget constraint (9.4) becomes

C ¼ PðhÞ
P

Y ðhÞ þ ðR� 1ÞB; ð9:9Þ

2. While the law of one price is intuitively appealing and provides a convenient means of linking the prices
Pð jÞ and P�ð jÞ to the nominal exchange rate, it may be a poor empirical approximation. In a study of
prices in di¤erent U.S. cities, Parsley and Wei (1996) found rates of price convergence to be faster than in
cross-country comparisons, and they concluded that tradable-goods prices converge quickly. Even so, the
half-life of a price di¤erence among U.S. cities for tradables is estimated to be on the order of 12–15
months. See section 9.5.3.
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where B is the steady-state real stock of bonds held by the home country. For the

foreign country,

C � ¼ Pð f Þ
P

Y ð f Þ � ðR� 1Þ n

1� n

� �
B: ð9:10Þ

These two equations imply that real consumption equals real income (the real value

of output plus income from net asset holdings) in the steady state.

9.2.1 The Linear Approximation

It will be helpful to develop a linear approximation to the basic Obstfeld-Rogo¤

model in terms of percentage deviations around the steady state. This serves to make

the linkages between the two economies clear and provides a base of comparison

when, in the following section, a more traditional open-economy model is considered

that is not directly derived from the assumption of optimizing agents. Using lower-

case letters to denote percentage deviations around the steady state, the equilibrium

conditions can be expressed as

pt ¼ nptðhÞ þ ð1� nÞ½st þ p�
t ð f Þ� ð9:11Þ

p�
t ¼ n½ptðhÞ � st� þ ð1� nÞp�

t ð f Þ ð9:12Þ

yt ¼ 1

1� q
½pt � ptðhÞ� þ cwt ð9:13Þ

y�
t ¼ 1

1� q
½p�

t � p�
t ð f Þ� þ cwt ð9:14Þ

nct þ ð1� nÞc�t ¼ cwt ð9:15Þ

ctþ1 ¼ ct þ rt ð9:16Þ

c�tþ1 ¼ c�t þ rt ð9:17Þ

ð2� qÞyt ¼ ð1� qÞcwt � ct ð9:18Þ

ð2� qÞy�
t ¼ ð1� qÞcwt � c�t ð9:19Þ

mt � pt ¼ ct � dðrt þ ptþ1Þ ð9:20Þ

m�
t � p�

t ¼ c�t � dðrt þ p�
tþ1Þ; ð9:21Þ
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where d ¼ b=ðP� bÞ and P is 1 plus the steady-state rate of inflation (assumed to be

equal in both economies). Equations (9.11) and (9.12) express the domestic and for-

eign price levels as weighted averages of the prices of home- and foreign-produced

goods expressed in a common currency. The weights depend on the relative sizes

of the two countries as measured by n. Equations (9.13) and (9.14) are derived

from (9.99) of the appendix and give the demand for each country’s output as a

function of world consumption and relative price. Increases in world consumption

ðcwÞ increase the demand for the output of both countries, and demand also de-

pends on a relative price variable. Home country demand, for example, falls as the

price of home production pðhÞ rises relative to the home price level. Equation (9.15)

defines world consumption as the weighted average of consumption in the two

countries.

Equations (9.16)–(9.21) are from the individual agent’s first-order conditions (9.5),

(9.6), and (9.7). The first two of these equations are simply the Euler condition for

the optimal intertemporal allocation of consumption; the change in consumption is

equal to the real rate of return. Equations (9.18) and (9.19) are implied by optimal

production decisions. Finally, (9.20) and (9.21) give the real demand for home and

foreign money as functions of consumption and nominal interest rates. Although

both countries face the same real interest rate rt, nominal interest rates may di¤er if

inflation rates di¤er between the two countries.

The equilibrium path of home and foreign production ðyt; y�
t Þ, home, domestic,

and world consumption ðct; c�t ; cwt Þ, prices and the nominal exchange rate ðptðhÞ; pt;
p�
t ð f Þ; p�

t ; stÞ, and the real interest rate ðrtÞ must be consistent with these equilibrium

conditions.3 Note that subtracting (9.12) from (9.11) implies

st ¼ pt � p�
t ; ð9:22Þ

and the addition of n times (9.13) and ð1� nÞ times (9.14) yields the goods market–

clearing relationship equating world production to world consumption: nyt þ
ð1� nÞy�

t ¼ cwt .

9.2.2 Equilibrium with Flexible Prices

The linear version of the two-country model serves to highlight the channels that link

open economies. With this framework, the role of money when prices are perfectly

flexible is discussed first. As in the closed-economy case, the real equilibrium is inde-

pendent of monetary phenomena when prices can move flexibly to o¤set changes in

3. Equations (9.20)–(9.21) di¤er somewhat from Obstfeld and Rogo¤’s specification because of di¤erences
in the methods used to obtain linear approximations. See Obstfeld and Rogo¤ (1996, ch. 10).
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the nominal supply of money.4 Prices and the nominal exchange rate will depend on

the behavior of the money supplies in the two countries, and the adjustment of the

nominal exchange rate becomes part of the equilibrating mechanism that insulates

real output and consumption from monetary e¤ects.

The assumption of a common capital market, implying that consumers in both

countries face the same real interest rate, means, from the Euler conditions (9.16)

and (9.17), that ctþ1 � c�tþ1 ¼ ct � c�t ; any di¤erence in relative consumption is per-

manent. And world consumption cw is the relevant scale variable for demand facing

both home and domestic producers.

Monetary Dichotomy

With prices and the nominal exchange rate free to adjust immediately in the face of

changes in either the home or foreign money supply, the model displays the classic

dichotomy discussed in section 6.2.1 under which the equilibrium values of all real

variables can be determined independently of the money supply and money demand

factors. To see this, define the two relative price variables wt 1 ptðhÞ � pt and w�
t 1

p�
t ð f Þ � p�

t . Equations (9.11) and (9.12) imply that

nwt þ ð1� nÞw�
t ¼ 0;

and (9.13) and (9.14) can be rewritten as

yt ¼ � wt
1� q

þ cwt

y�
t ¼ � w�

t

1� q
þ cwt :

These equations, together with (9.15)–(9.19), su‰ce to determine the real equilib-

rium. The money demand equations (9.20) and (9.21) determine the price paths, and

(9.22) determines the equilibrium nominal exchange rate given these price paths.

Thus, an important implication of this model is that monetary policy (defined as

changes in nominal money supplies) has no short-run e¤ects on the real interest

rate, output, or consumption in either country. Rather, only nominal interest

rates, prices, and the nominal exchange rate are a¤ected by variations in the nom-

inal money stock. One-time changes in m produce proportional changes in p, pðhÞ,
and s.

4. Recall from the discussion in chapter 2 that the dynamic adjustment outside the steady state is indepen-
dent of money when utility is log-separable, as assumed in (9.1). This result would also characterize this
open-economy model if it were modified to incorporate stochastic uncertainty due to productivity and
money growth rate disturbances.
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Equation (9.20) shows that inflation a¤ects the real demand for money. Changes

in nominal money growth rates produce changes in the inflation rate and nominal in-

terest rates, thereby a¤ecting the opportunity cost of holding money and, in equilib-

rium, the real stock of money. The price level and the nominal exchange rate jump to

ensure that the real supply of money is equal to the new real demand for money.

Equation (9.21) can be subtracted from (9.20), yielding

mt �m�
t � ðpt � p�

t Þ ¼ ðct � c�t Þ � dðptþ1 � p�
tþ1Þ;

which, using (9.22), implies5

mt �m�
t � st ¼ ðct � c�t Þ � dðstþ1 � stÞ: ð9:23Þ

Solving this forward for the nominal exchange rate, the no-bubbles solution is

st ¼ 1

1þ d

Xy
i¼0

d

1þ d

� �i
½ðmtþi �m�

tþiÞ � ðctþi � c�tþiÞ�: ð9:24Þ

Since (9.16) and (9.17) imply that ctþi � c�tþi ¼ ct � c�t , the expression for the nominal

exchange rate can be rewritten as

st ¼ �ðct � c�t Þ þ
1

1þ d

Xy
i¼0

d

1þ d

� �i
ðmtþi �m�

tþiÞ:

The current nominal exchange rate depends on the current and future path of the

nominal money supplies in the two countries and on consumption di¤erentials. The

exchange rate measures the price of one money in terms of the other, and as (9.24)

shows, this depends on the relative supplies of the two monies. An increase in one

country’s money supply relative to the other’s depreciates that country’s exchange

rate. From the standard steady-state condition that bRss ¼ 1 and the definition of

d as b=ðP� bÞ, the discount factor in (9.24), d=ð1þ dÞ, is equal to b=P ¼ 1=RssP ¼
1=ð1þ i ssÞ. Future nominal money supply di¤erentials are discounted by the steady-

state nominal rate of interest. Because agents are forward-looking in their decision

making, it is only the present discounted value of the relative money supplies that

matters. In other words, the nominal exchange rate depends on a measure of the per-

manent money supply di¤erential. Letting xtþi 1 ðmtþi �m�
tþiÞ � ðctþi � c�tþiÞ, the

equilibrium condition for the nominal exchange rate can be written as

5. This uses the fact that ptþ1 � p�
tþ1 ¼ ðptþ1 � p�

tþ1Þ � ðpt � p�
t Þ ¼ stþ1 � st.
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st ¼ 1

1þ d

Xy
i¼0

d

1þ d

� �i
xtþi ¼ 1

1þ d
xt þ d

1þ d

Xy
i¼0

d

1þ d

� �i
xtþ1þi

¼ 1

1þ d
xt þ d

1þ d
stþ1:

Rearranging and using (9.24) yields

stþ1 � st ¼ � 1

d
ðxt � stÞ

¼ � 1

d
ðmt �m�

t Þ �
1

1þ d

Xy
i¼0

d

1þ d

� �i
ðmtþ1þi �m�

tþ1þiÞ
" #

:

Analogously to Friedman’s permanent income concept, the term

1

1þ d

Xy
i¼0

d

1þ d

� �i
ðmtþ1þi �m�

tþ1þiÞ

can be interpreted as the permanent money supply di¤erential. If the current value of

m�m� is high relative to the permanent value of this di¤erential, the nominal ex-

change rate will fall (the home currency will appreciate). If st reflects the permanent

money supply di¤erential at time t, and mt is temporarily high relative to m�
t , then

the permanent di¤erential will be lower beginning in period tþ 1. As a result, the

home currency appreciates.

An explicit solution for the nominal exchange rate can be obtained if specific pro-

cesses for the nominal money supplies are assumed. To take a very simple case, sup-

pose m and m� each follow constant, deterministic growth paths given by

mt ¼ m0 þ mt

and

m�
t ¼ m�

0 þ m�t:

Strictly speaking, (9.24) applies only to deviations around the steady state and not

to money supply processes that include deterministic trends. However, it is very com-

mon to specify (9.20) and (9.21), which were used to derive (9.24), in terms of the log

levels of the variables, perhaps adding a constant to represent steady-state levels. The

advantage of interpreting (9.24) as holding for the log levels of the variables is that

one can then use it to analyze shifts in the trend growth paths of the nominal money

supplies, rather than just deviations around the trend. It is important to keep in
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mind, however, that the underlying representative-agent model implies that the inter-

est rate coe‰cients in the money demand equations are functions of the steady-state

rate of inflation. Assume this is the same in both countries, implying that the d pa-

rameter is the same as well. The assumption of common coe‰cients in two-country

models is common, and it is maintained in the following examples. The limitations of

doing so should be kept in mind.

Then (9.24) implies

st ¼ �ðct � c�t Þ þ
1

1þ d

Xy
i¼0

d

1þ d

� �i
½m0 �m�

0 þ ðm� m�Þðtþ iÞ�

¼ s0 þ ðm� m�Þt� ðct � c�t Þ;

where s0 ¼ m0 �m�
0 þ dðm� m�Þ.6 In this case, the nominal exchange rate has a

deterministic trend equal to the di¤erence in the trend of money growth rates in the

two economies (also equal to the inflation rate di¤erentials since p ¼ m and p� ¼ m�).
If domestic money growth exceeds foreign money growth ðm > m�Þ, s will rise over

time to reflect the falling value of the home currency relative to the foreign currency.

Uncovered Interest Parity

Real rates of return in the two countries have been assumed to be equal, so the Euler

conditions for the optimal consumption paths (9.16) and (9.17) imply the same

expected consumption growth in each economy. It follows from the equality of real

returns that nominal interest rates must satisfy it � ptþ1 ¼ rt ¼ i�t � p�
tþ1, and this

means, using (9.22), that

it � i�t ¼ ptþ1 � p�
tþ1 ¼ stþ1 � st:

The nominal interest rate di¤erential is equal to the actual change in the exchange

rate in a perfect-foresight equilibrium. This equality would not hold in the presence

of uncertainty because variables dated tþ 1 would need to be replaced with their

expected values, conditional on the information available at time t. In this case,

Etstþ1 � st ¼ it � i�t ; ð9:25Þ

and nominal interest rate di¤erentials would reflect expected exchange rate changes.

If the home country has a higher nominal interest rate in equilibrium, its currency

must be expected to depreciate (s must be expected to rise) to equalize real returns

across the two countries.

6. This uses the fact that
Py

i¼0 ib
i ¼ b=ð1� bÞ2 for jbj < 1.
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This condition, known as uncovered nominal interest parity, links interest rates and

exchange rate expectations in di¤erent economies if their financial markets are inte-

grated. Under rational expectations, the actual exchange rate at tþ 1 can be written

as equal to the expectation of the future exchange rate plus a forecast error jt uncor-

related with Etstþ1: stþ1 ¼ Etstþ1 þ jt. Uncovered interest parity then implies

stþ1 � st ¼ it � i�t þ jtþ1:

The ex post observed change in the exchange rate between times t and tþ 1 is equal

to the interest rate di¤erential at time t plus a random mean zero forecast error. Since

this forecast error will, under rational expectations, be uncorrelated with informa-

tion, such as it and i�t , that is known at time t, one can recast uncovered interest par-

ity in the form of a regression equation:

stþ1 � st ¼ aþ bðit � i�t Þ þ jtþ1; ð9:26Þ

with the null hypothesis of uncovered interest parity implying that a ¼ 0 and b ¼ 1.

Unfortunately, the evidence rejects this hypothesis.7 In fact, estimated values of b are

often negative.

One interpretation of these rejections is that the error term in an equation such as

(9.26) is not simply due to forecast errors. Suppose, more realistically, that (9.25)

does not hold exactly:

Etstþ1 � st ¼ it � i�t þ vt;

where vt captures factors such as risk premiums that would lead to divergences be-

tween real returns in the two countries. In this case, the error term in the regression

of stþ1 � st on it � i�t becomes vt þ jtþ1. If vt and it � i�t are correlated, ordinary

least-squares estimates of the parameter b in (9.26) will be biased and inconsistent.

Correlation between v and i � i� might arise if monetary policies are implemented

in a manner that leads the nominal interest rate di¤erential to respond to the current

exchange rate. For example, suppose that the monetary authority in each country

tends to tighten policy whenever its currency depreciates. This could occur if the

monetary authorities are concerned with inflation; depreciation raises the domestic

currency price of foreign goods and raises the domestic price level. To keep the ex-

ample simple for illustrative purposes, suppose that as a result of such a policy, the

nominal interest rate di¤erential is given by

7. For a summary of the evidence, see Froot and Thaler (1990). See also McCallum (1994a); Eichenbaum
and Evans (1995); and Schlagenhauf and Wrase (1995).
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it � i�t ¼ mst þ ut; m > 0;

where ut captures any other factors a¤ecting the interest rate di¤erential.8 Assume u

is an exogenous white noise process. Substituting this into the uncovered interest par-

ity condition yields

Etstþ1 ¼ ð1þ mÞst þ ut þ vt; ð9:27Þ
the solution to which is9

st ¼ � 1

1þ m

� �
ðut þ vtÞ:

Since this solution implies that Etstþ1 ¼ �Etðutþ1 þ vtþ1Þ=ð1þ mÞ ¼ 0, the interest

parity condition is then given by

Etstþ1 � st ¼ 1

1þ m

� �
ðut þ vtÞ ¼ it � i�t þ vt

or it � i�t ¼ ðut � mvtÞ=ð1þ mÞ.
What does this imply for tests of uncovered interest parity? From the solution for

st; stþ1 � st ¼ �ðutþ1 � ut þ vtþ1 � vtÞ=ð1þ mÞ. The probability limit of the interest

rate coe‰cient in the regression of stþ1 � st on it � i�t is equal to

covðstþ1 � st; it � i�t Þ
varðit � i�t Þ

¼
1

ð1þmÞ2 ðs
2
u � ms2

v Þ
1

ð1þmÞ2 ðs
2
u þ m2s2

v Þ
¼ s2

u � ms2
v

s2
u þ m2s2

v

;

which will not generally equal 1, the standard null in tests of interest parity. If u1 0,

the probability limit of the regression coe‰cient is �1=m. That is, the regression esti-

mate uncovers the policy parameter m. Not only would a regression of the change in

the exchange rate on the interest di¤erential not yield the value of 1 predicted by the

uncovered interest parity condition but the estimate would be negative.

McCallum (1994a) developed more fully the argument that rejections of uncovered

interest parity may arise because standard tests compound the parity condition with

the manner in which monetary policy is conducted. Although uncovered interest

parity is implied by the model independently of the manner in which policy is

8. The rationale for such a policy is clearly not motivated within the context of a model with perfectly
flexible prices in which monetary policy has no real e¤ects. The general point is to illustrate how empirical
relationships such as (9.26) can depend on the conduct of policy.

9. From (9.27), the equilibrium exchange rate process must satisfy Etstþ1 ¼ ð1þ mÞst þ ut þ vt, so that the
state variables are ut and vt. Following McCallum (1983a), the minimal state solution takes the form st ¼
b0 þ b1ðut þ vtÞ. This implies that Etstþ1 ¼ b0. So the interest parity condition becomes b0 ¼ ð1þ mÞðb0 þ
b1ðut þ vtÞÞ þ ut þ vt, which will hold for all realizations of u and v if b0 ¼ 0 and b1 ¼ �1=ð1þ mÞ.
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conducted, the outcomes of statistical tests may in fact be dependent on the behavior

of monetary policy because policy may influence the time series properties of the

nominal interest rate di¤erential.

As noted earlier, tests of interest parity often report negative regression coe‰cients

on the interest rate di¤erential in (9.26). This finding is also consistent with the em-

pirical evidence reported by Eichenbaum and Evans (1995). They estimated the im-

pact of monetary shocks on nominal and real exchange rates and interest rate

di¤erentials between the United States and France, Germany, Italy, Japan, and the

United Kingdom. A contractionary U.S. monetary policy shock leads to a persistent

nominal and real appreciation of the dollar and a fall in i�t � it þ stþ1 � st, where i is

the U.S. interest rate and i� is the foreign rate. Uncovered interest parity implies that

this expression should have expected value equal to zero, yet it remains predictably

low for several months. Rather than leading to an expected depreciation that o¤sets

the rise in i, excess returns on U.S. dollar securities remain high for several months

following a contractionary U.S. monetary policy shock.10

9.2.3 Sticky Prices

Just as was the case with the closed economy, flexible-price models of the open econ-

omy appear unable to replicate the size and persistence of monetary shocks on real

variables. And just as with closed-economy models, this can be remedied by the

introduction of nominal rigidities. Obstfeld and Rogo¤ (1996, ch. 10) provided an

analysis of their basic two-country model under the assumption that prices are set

one period in advance.11 The presence of nominal rigidities leads to real e¤ects of

monetary disturbances through the channels discussed in chapter 6, but in an open

economy new channels through which monetary disturbances have real e¤ects are

now also present.

Suppose pðhÞ, the domestic currency price of domestically produced goods, is set

one period in advance and fixed for one period. A similar assumption is made for the

foreign currency price of foreign-produced goods, p�ð f Þ. Although pðhÞ and p�ð f Þ
are preset, the aggregate price indices in each country will fluctuate with the nominal

exchange rate according to (9.11) and (9.12). Nominal depreciation, for example,

raises the domestic price index p by increasing the domestic currency price of

foreign-produced goods. This introduces a new channel, one absent in a closed econ-

omy, through which monetary disturbances can have an immediate impact on the

10. Eichenbaum and Evans measured monetary policy shocks in a variety of ways (VAR innovations to
nonborrowed reserves relative to total reserves, VAR innovations to the federal funds rate, and Romer and
Romer’s 1989 measures of policy shifts). However, the identification scheme used in their VARs assumes
that policy does not respond contemporaneously to the real exchange rate. This means that the specific il-
lustrative policy response to the exchange rate that led to (9.27) is ruled out by their framework.

11. They also considered the case in which nominal wages are preset.
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price level. Recall that in the closed economy, there is no distinction between the

price of domestic output and the general price level. Nominal price rigidities imply

that the price level cannot adjust immediately to monetary disturbances. Exchange

rate movements alter the domestic currency price of foreign goods, allowing the

consumer price index to move in response to such disturbances even in the presence

of nominal rigidities.

Now suppose that in period t the home country’s money supply rises unexpectedly

relative to that of the foreign country.12 Under Obstfeld and Rogo¤’s simplifying as-

sumption that prices adjust completely after one period, both economies return to

their steady state one period after the change in m. But during the one period in

which product prices are preset, real output and consumptions levels will be af-

fected.13 And these real e¤ects mean that the home country may run a current ac-

count surplus or deficit in response to the change in m. This e¤ect on the current

account alters the net asset positions of the two economies and can a¤ect the new

steady-state equilibrium.

Interpreting the model consisting of (9.11)–(9.21) as applying to deviations around

the initial steady state, the Euler conditions (9.16) and (9.17) imply that ctþ1 � c�tþ1 ¼
ct � c�t . Since the economies are in the new steady state after one period (i.e., in

tþ 1), ctþ1 � c�tþ1 1C is the steady-state consumption di¤erential between the two

countries. But since ct � c�t ¼ ctþ1 � c�tþ1 ¼ C also, this relationship implies that rela-

tive consumption in the two economies immediately jumps in period t to the new

steady-state value. Equation (9.23), which expresses relative money demands in the

two economies, can then be written mt �m�
t � st ¼ C � dðstþ1 � stÞ. Solving this

equation forward for the nominal exchange rate (assuming no bubbles),

st ¼ 1

1þ d

Xy
i¼0

d

1þ d

� �i
ðmtþi �m�

tþi �CÞ:

If the change in mt �m�
t is a permanent one-time change, one can let W1m�m�

without time subscripts denote this permanent change. The equilibrium exchange

rate is then equal to

st ¼ 1

1þ d

Xy
i¼0

d

1þ d

� �i
ðW�CÞ ¼ W�C: ð9:28Þ

12. An unexpected change is inconsistent with the assumption of perfect foresight implicit in the nonsto-
chastic version of the model derived earlier. However, the linear approximation will continue to hold under
uncertainty if future variables are replaced with their mathematical expectation.

13. In a situation in which the economies are initially in a steady state, the preset values for pðhÞ and
p�ð f Þ will equal zero.
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Since W�C is a constant, (9.28) implies that the exchange rate jumps immediately to

its new steady state following a permanent change in relative nominal money sup-

plies. If relative consumption levels do not adjust (i.e., if C ¼ 0), then the permanent

change in s is just equal to the relative change in nominal money supplies W. An in-

crease in m relative to m� (i.e., W > 0) produces a depreciation of the home country

currency. If C0 0, then changes in relative consumption a¤ect the relative demand

for money from (9.20) and (9.21). For example, if C > 0, consumption as well as

money demand in the home country is higher than initially. Equilibrium between

home money supply and home money demand can be restored with a smaller in-

crease in the home price level. Since pðhÞ and p�ð f Þ are fixed for one period, the in-

crease in p necessary to maintain real money demand and real money supply equal is

generated by a depreciation (a rise in s). The larger the rise in home consumption, the

larger the rise in real money demand and the smaller the necessary rise in s. This is

just what (9.28) says.

Although the impact of a change in m�m� on the exchange rate, given C, has
been determined, the real consumption di¤erential is itself endogenous. To determine

C requires several steps. First, the linear approximation to the current account relates

the home country’s accumulation of net assets to the excess of its real income over

its consumption: b ¼ yt þ ½ptðhÞ � pt� � ct ¼ yt � ð1� nÞst � ct, where ptðhÞ � pt ¼
�ð1� nÞst follows from (9.11) and the fact that ptðhÞ is fixed (and equal to zero)

during period t. Similarly, for the foreign economy, �nb=ð1� nÞ ¼ y�
t þ nst � c�t .

Together, these imply

b

1� n
¼ ðyt � y�

t Þ � ðct � c�t Þ � st: ð9:29Þ

From (9.13) and (9.14), yt � y�
t ¼ st=ð1� qÞ, so (9.29) becomes

b

1� n
¼ q

1� q

� �
st � ðct � c�t Þ ¼

q

1� q

� �
st �C; ð9:30Þ

where the definition of C is used as the consumption di¤erential.

The last step is to use the steady-state relationship between consumption, income,

and asset holdings given by (9.9) and (9.10) to eliminate b in (9.30) by expressing it in

terms of the exchange rate and consumption di¤erences. In the steady state, b is con-

stant and current accounts are zero, so consumption equals real income inclusive of

asset income. In terms of the linear approximation, (9.9) and (9.10) become

c ¼ rbþ yþ ½pðhÞ � p� ¼ rbþ y� ð1� nÞ½sþ p�ð f Þ � pðhÞ� ð9:31Þ
and
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c� ¼ � n

1� n

� �
rbþ y� þ n½sþ p�ð f Þ � pðhÞ�: ð9:32Þ

From the steady-state labor-leisure choice linking output and consumption given in

(9.18) and (9.19), ð2� qÞðy� y�Þ ¼ �ðc� c�Þ, and from the link between relative

prices and demand from (9.13) and (9.14), y� y� ¼ ½sþ p�ð f Þ � pðhÞ�=ð1� qÞ.
Using these relationships, one can now subtract (9.32) from (9.31), yielding

C ¼ 1

1� n

� �
rbþ ðy� y�Þ � ½sþ p�ð f Þ � pðhÞ�

¼ 1

1� n

� �
rbþ qðy� y�Þ

¼ 1

1� n

� �
rbþ q

q� 2

� �
C:

Finally, this yields

b ¼ 1� n

r

� �
2

2� q

� �
C: ð9:33Þ

Substituting (9.33) into (9.30), ½2=ð2� qÞ�C=r ¼ qst=ð1� qÞ �C. Solving for s in

terms of C,

st ¼ cC; ð9:34Þ
where c ¼ ð1� qÞ½1þ 2=rð2� qÞ�=q > 0. But from (9.28), st ¼ W�C, so cC ¼
W�C. It follows that the consumption di¤erential is C ¼ W=ð1þ cÞ. The equilibrium
nominal exchange rate adjustment to a permanent change in the home country’s

nominal money supply is then given by

st ¼ c

1þ c

� �
W < W:

With c > 0, the domestic monetary expansion leads to a depreciation that is less

than proportional to the increase in m. This induces an expansion in domestic pro-

duction and consumption. Consumption rises by less than income, so the home coun-

try runs a current account surplus and accumulates assets that represent claims

against the future income of the foreign country. This allows the home country to

maintain higher consumption forever. As noted, consumption levels jump immedi-

ately to their new steady state with C ¼ W=ð1þ cÞ > 0.

The two-country model employed in this section has the advantage of being

based on the clearly specified decision problems faced by agents in the model. As a
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consequence, the responses of consumption, output, interest rates, and the exchange

rate are consistent with optimizing behavior. Unanticipated monetary disturbances

can have a permanent impact on real consumption levels and welfare when prices

are preset. These e¤ects arise because the output e¤ects of a monetary surprise alter

each country’s current account, thereby altering their relative asset positions. A mone-

tary expansion in the home country, for instance, produces a currency depreciation

and a rise in the domestic price level p. This, in turn, induces a temporary expansion

in output in the home country (see (9.13)). With consumption determined on the

basis of permanent income, consumption rises less than output, leading the home

country to run a trade surplus as the excess of output over domestic consumption is

exported. As payment for these exports, the home country receives claims against the

future output of the foreign country. Home consumption does rise, even though the

increase in output lasts only one period, as the home country’s permanent income

has risen by the annuity value of its claim on future foreign output.

A domestic monetary expansion leads to permanently higher real consumption for

domestic residents; welfare is increased. This observation suggests that each country

has an incentive to engage in a monetary expansion. However, a joint proportionate

expansion of each country’s money supply leaves m�m� unchanged. There are then
no exchange rate e¤ects, and relative consumption levels do not change. After one

period, when prices fully adjust, a proportional change in pðhÞ and p�ð f Þ returns

both economies to the initial equilibrium. But since output is ine‰ciently low be-

cause monopolistic competition is present, the one-period rise in output does increase

welfare in both countries. Both countries have an incentive to expand their money

supplies, either individually or in a coordinated fashion.

This analysis involved changes in money supplies that were unexpected. If they

had been anticipated, the level at which price setters would set individual goods

prices would have incorporated expectations of money supply changes. As noted in

chapter 5, fully anticipated changes in the nominal money supply will not have the

real e¤ects that unexpected changes do. As noted in chapter 7, the incentive to create

surprise expansions can, in equilibrium, lead to steady inflation without the welfare

gains an unanticipated expansion would bring.

Unanticipated permanent changes in the money supply can have permanent e¤ects

on the international distribution of wealth in the Obstfeld-Rogo¤ model when there

are nominal rigidities. Corsetti and Presenti (2001) developed a two-country model

with microeconomic foundations similar to those in the Obstfeld-Rogo¤ model but

in which preferences are specified so that changes in national money supplies do not

cause wealth redistributions. Corsetti and Presenti assumed the elasticity of output

supply with respect to relative prices and the elasticity of substitution between the

home-produced and foreign-produced goods are both equal to 1. Thus, an increase

in the relative price of the foreign good (a decline in the terms of trade) lowers the

412 9 Money and the Open Economy



purchasing power of domestic agents but also leads to a rise in the demand for do-

mestic goods that increases nominal incomes. These two e¤ects cancel, leaving the

current account and international lending and borrowing una¤ected. By eliminating

current account e¤ects, the Corsetti-Presenti model allows for a tractable closed-form

solution with one-period nominal wage rigidity and permits determination of the im-

pact of policy changes on welfare.

A large literature has studied open-economy models that are explicitly based on

optimizing behavior by firms and households but that also incorporate nominal

rigidities. Besides the work of Obstfeld and Rogo¤ (1995; 1996) and Corsetti and

Presenti (2001), examples include Betts and Devereux (2000); Obstfeld and Rogo¤

(2000); Benigno and Benigno (2001); Corsetti and Presenti (2002); and Kollmann

(2001). Lane (2001) and Engel (2002) provided surveys of the ‘‘new open economy

macroeconomics.’’

9.3 Policy Coordination

An important issue facing economies linked by trade and capital flows is the role to

be played by policy coordination. Monetary policy actions by one country will a¤ect

other countries, leading to spillover e¤ects that open the possibility of gains from

policy coordination. As demonstrated in the previous section, the real e¤ects of an

unanticipated change in the nominal money supply in the two-country model depend

on how m�m� is a¤ected. A rise in m, holding m� unchanged, will produce home

country depreciation, shifting world demand toward the home country’s output.

With preset prices and output demand determined, the exchange rate movement rep-

resents an important channel through which a monetary expansion a¤ects domestic

output. If both monetary authorities attempt to generate output expansions by

increasing their money supplies, this exchange rate channel will not operate because

the exchange rate depends on relative money supplies. Thus, the impact of an unan-

ticipated change in m depends critically on the behavior of m�.
This dependence raises the issue of whether there are gains from coordinating

monetary policy. Hamada (1976) is closely identified with the basic approach that

has been used to analyze policy coordination, and this section develops a version of

his framework. Canzoneri and Henderson (1989) provided an extensive discussion of

monetary policy coordination issues; a survey was provided by Currie and Levine

(1991).

Consider a model with two economies. Assume that each economy’s policy au-

thority can choose its inflation rate and that because of nominal rigidities, monetary

policy can have real e¤ects in the short run. In this context, a complete specification

of policy behavior is more complicated than in a closed-economy setting; one must
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specify how each national policy authority interacts strategically with the other pol-

icy authority. Two possibilities are considered. Coordinated policy is considered first,

meaning that inflation rates in the two economies are chosen jointly to maximize a

weighted sum of the objective functions of the two policy authorities. Noncoordi-

nated policy is considered second, with the policy authorities interacting in a Nash

equilibrium. In this setting, each policy authority sets its own inflation rate to max-

imize its objective function, taking as given the inflation rate in the other economy.

These clearly are not the only possibilities. One economy may act as a Stackelberg

leader, recognizing the impact its choice has on the inflation rate set by the other

economy. Reputational considerations along the lines studied in chapter 7 can also

be incorporated into the analysis (see Canzoneri and Henderson 1989).

9.3.1 The Basic Model

The two-country model is specified as a linear system in log deviations around a

steady state and represents an extension to the open-economy environment of the

sticky wage AS-IS model (see chapter 6). The LM relationship is dispensed with by

assuming that the monetary policy authorities in the two countries set the inflation

rate directly. An asterisk will denote the foreign economy, and r will be the real ex-

change rate, defined as the relative price of home and foreign output, expressed in

terms of the home currency; a rise in r represents a real depreciation for the home

economy. If s is the nominal exchange rate and pðhÞ and p�ð f Þ are the prices of

home and foreign output, then r ¼ sþ p�ð f Þ � pðhÞ. The model should be viewed

as an approximation that is appropriate when nominal wages are set in advance so

that unanticipated movements in inflation a¤ect real output. In addition to aggregate

supply and demand relationships for each economy, an interest parity condition links

the real interest rate di¤erential to anticipated changes in the real exchange rate:

yt ¼ �b1rt þ b2ðpt � Et�1ptÞ þ et ð9:35Þ

y�
t ¼ b1rt þ b2ðp�

t � Et�1p
�
t Þ þ e�t ð9:36Þ

yt ¼ a1rt � a2rt þ a3y
�
t þ ut ð9:37Þ

y�
t ¼ �a1rt � a2r

�
t þ a3yt þ u�

t ð9:38Þ

rt ¼ r�t � rt þ Etrtþ1: ð9:39Þ

Equations (9.35) and (9.36) relate output to inflation surprises and the real exchange

rate. A real exchange rate depreciation reduces home aggregate supply by raising the

price of imported materials and by raising consumer prices relative to producer
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prices. This latter e¤ect increases the real wage in terms of producer prices. Equa-

tions (9.37) and (9.38) make demand in each country an increasing function of out-

put in the other to reflect spillover e¤ects that arise as an increase in output in one

country raises demand for the goods produced by the other. A rise in rt (a real do-

mestic depreciation) makes domestically produced goods less expensive relative to

foreign goods and shifts demand away from foreign output and toward home output.

To simplify the analysis, the inflation rate is treated as the choice variable of the

policymaker. An alternative approach to treating inflation as the policy variable

would be to specify money demand relationships for each country and then take the

nominal money supply as the policy instrument. This would complicate the analysis

without o¤ering any new insights.

A third approach would be to replace rt with it � Etptþ1, where it is the nominal

interest rate, and treat it as the policy instrument. An advantage of this approach is

that it more closely reflects the way most central banks actually implement policy.

Because a number of new issues arise under nominal interest rate policies (see sec-

tion 8.3.3), policy is interpreted as choosing the rate of inflation in order to focus,

in this section, on the role of policy coordination. Finally, a further simplification is

reflected in the assumption that the parameters (the a 0
i and b 0

i ) are the same in the two

countries.

Demand ðut; u�
t Þ and supply ðet; e�t Þ shocks are included to introduce a role for sta-

bilization policy. These disturbances are assumed to be mean zero serially uncorre-

lated processes, but here they are allowed to be correlated to distinguish between

common shocks that a¤ect both economies and asymmetric shocks that originate in

a single economy.

Equation (9.39) is an uncovered interest rate parity condition. Rewritten in the

form rt ¼ r�t þ Etrtþ1 � rt, it implies that the home country real interest rate will

exceed the foreign real rate if the home country is expected to experience a real

depreciation.

Evaluating outcomes under coordinated and noncoordinated policies requires

some assumption about the objective functions of the policymakers. In models built

more explicitly on the behavior of optimizing agents, alternative policies could be

ranked according to their implications for the utility of the agents in the economies.

Here a common approach is followed in which polices are evaluated on the basis of

loss functions that depend on output variability and inflation variability:

Vt ¼
Xy
i¼0

b iðly2tþi þ p2
tþiÞ ð9:40Þ

V �
t ¼

Xy
i¼0

b i½lðy�
tþiÞ2 þ ðp�

tþiÞ2�: ð9:41Þ
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The parameter b is a discount factor between 0 and 1. The weight attached to output

fluctuations relative to inflation fluctuations is l. These objective functions are ad

hoc, but they capture the idea that policymakers prefer to minimize output fluctua-

tions around the steady state and fluctuations of inflation.14 Objective functions of

this basic form have played a major role in the analysis of policy. They reflect the

assumption that steady-state output will be independent of monetary policy, so pol-

icy should focus on minimizing fluctuations around the steady state, not on the level

of output.

The model can be solved to yield expressions for equilibrium output in each

economy and for the real exchange rate. To obtain the real exchange rate, first

subtract foreign aggregate demand (9.38) from domestic aggregate demand (9.37),

using the interest parity condition (9.39) to eliminate rt � r�t . This process yields

an expression for yt � y�
t . Next, subtract foreign aggregate supply (9.36) from do-

mestic aggregate supply (9.35) to yield a second expression for yt � y�
t . Equating

these two expressions and solving for the equilibrium real exchange rate leads to the

following:

rt ¼
1

B
fb2ð1þ a3Þ½ðpt � Et�1ptÞ � ðp�

t � Et�1p
�
t Þ�

þ ð1þ a3Þðet � e�t Þ � ðut � u�
t Þ þ a2Etrtþ1g; ð9:42Þ

where B1 2a1 þ a2 þ 2b1ð1þ a3Þ > 0. An unanticipated rise in domestic inflation

relative to unanticipated foreign inflation or in et relative to e�t will increase domestic

output supply relative to foreign output. Equilibrium requires a decline in the relative

price of domestic output; the real exchange rate rises (depreciates), shifting demand

toward domestic output. If the domestic aggregate demand shock exceeds the foreign

shock, ut � u�
t > 0, the relative price of domestic output must rise (r must fall) to

shift demand toward foreign output. A rise in the expected future exchange rate

also leads to a rise in the current equilibrium r. If r were to increase by the same

amount as the rise in Etrtþ1, the interest di¤erential rt � r�t would be left unchanged,

but the higher r would, from (9.35) and (9.36), lower domestic supply relative to for-

eign supply. So r rises by less than the increase in Etrtþ1 to maintain goods market

equilibrium.15

14. The steady-state values of y and y� are zero by definition. The assumption that the policy loss
functions depend on the variance of output around its steady-state level, and not on some higher output
target, is critical for the determination of average inflation. Chapter 7 deals extensively with the time in-
consistency issues that arise when policymakers target a level of output that exceeds the economy’s equilib-
rium level.

15. The coe‰cient on Etrtþ1, a2=B is less than 1 in absolute value.
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Notice that (9.42) can be written as rt ¼ AEtrtþ1 þ vt, where 0 < A < 1 and vt is

white noise, since the disturbances are assumed to be serially uncorrelated and the

same will be true of the inflation forecast errors under rational expectations. It fol-

lows that Etrtþ1 ¼ 0 in any no-bubbles solution. The expected future real exchange

rate would be nonzero if either the aggregate demand or aggregate supply shocks

were serially correlated.

Now the expression for the equilibrium real exchange rate can be substituted into

the aggregate supply relationships (9.35) and (9.36) to yield

yt ¼ b2A1ðpt � Et�1ptÞ þ b2A2ðp�
t � Et�1p

�
t Þ

� a2A3Etrtþ1 þ A1et þ A2e
�
t þ A3ðut � u�

t Þ ð9:43Þ

y�
t ¼ b2A2ðpt � Et�1ptÞ þ b2A1ðp�

t � Et�1p
�
t Þ

þ a2A3Etrtþ1 þ A2et þ A1e
�
t � A3ðut � u�

t Þ: ð9:44Þ

The Ai parameters are given by

A1 ¼ 2a1 þ a2 þ b1ð1þ a3Þ
B

> 0

A2 ¼ b1ð1þ a3Þ
B

> 0

A3 ¼ b1

B
> 0:

Equations (9.43) and (9.44) reveal the spillover e¤ects through which the inflation

choice of one economy a¤ects the other economy when b2A2 0 0. An increase in in-

flation in the home economy (assuming it is unanticipated) leads to a real deprecia-

tion. This occurs because unanticipated inflation leads to a home output expansion

(see (9.35)). Equilibrium requires a rise in demand for home country production. In

the closed economy, this occurs through a fall in the real interest rate. In the open

economy, an additional channel of adjustment arises from the role of the real ex-

change rate. Given that Etrtþ1 ¼ 0, the interest parity condition (9.39) becomes rt ¼
r�t � rt, so for given r�t , the fall in rt requires a rise in rt (a real depreciation), which

also serves to raise home demand.

The rise in rt represents a real appreciation for the foreign economy, and this

raises consumer price wages relative to producer price wages and increases aggregate

output in the foreign economy (see (9.36)). As a result, an expansion in the home
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country produces an economic expansion in the foreign country. But as (9.42) shows,

a surprise inflation by both countries leaves the real exchange rate una¤ected. It is

this link that opens the possibility that outcomes will depend on the extent to which

the two countries coordinate their policies.

9.3.2 Equilibrium with Coordination

To focus on the implications of policy coordination, attention is restricted to the case

of a common aggregate supply shock, common in the sense that it a¤ects both coun-

tries. That is, suppose et ¼ e�t 1 et, where et is the common disturbance. For the rest

of this section, assume u1 u� 1 0, so that e represents the only disturbance.

In solving for equilibrium outcomes under alternative policy interactions, the ob-

jective functions (9.40) and (9.41) simplify to a sequence of one-period problems (the

problem is a static one with no link between periods). Assuming that the policy au-

thority is able to set the inflation rate after observing the supply shock et, the decision

problem under a coordinated policy is

min
p;p �

1

2
½ly2t þ p2

t � þ
1

2
½lðy�

t Þ2 þ ðp�
t Þ2�

� �
subject to (9.43) and (9.44).16 The first-order conditions are

0 ¼ lb2A1yt þ pt þ lb2A2y
�
t

¼ ð1þ lb22A
2
1 þ lb22A

2
2Þpt þ 2lb22A1A2p

�
t þ lb2et

0 ¼ lb2A2yt þ lb2A1y
�
t þ p�

t

¼ ð1þ lb22A
2
1 þ lb22A

2
2Þp�

t þ 2lb22A1A2pt þ lb2et;

which used the fact that A1 þ A2 ¼ 1 and the result that the first-order conditions im-

ply Et�1pt ¼ Et�1p
�
t ¼ 0.17 Solving these two equations yields the equilibrium infla-

tion rates under coordination:

pc; t ¼ p�
c; t ¼ � lb2

1þ lb22

 !
et 1�ycet: ð9:45Þ

16. In defining the objective function under coordinated policy, it is assumed that each country’s utility
receives equal weight.

17. Writing out the first-order condition for pt in full, 0 ¼ pt þ lb22 ðA2
1 þ A2

2 Þðpt � Et�1ptÞþ
2lb22A1A2ðp�

t � Et�1p
�
t Þ þ 2lb2et. Taking expectations conditional on time t� 1 information (i.e., prior to

the realization of et), one obtains Et�1pt ¼ 0.
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Both countries maintain equal inflation rates. In response to an adverse supply shock

ðe < 0Þ, inflation in both countries rises to o¤set partially the decline in output. Sub-

stituting (9.45) into the expressions for output and the equilibrium real exchange

rate,

yc; t ¼ y�
c; t ¼

1

1þ lb22

 !
et < et

and

rt ¼ 0:

The policy response acts to o¤set partially the output e¤ects of the supply shock. The

larger the weight placed on output in the loss function ðlÞ, the larger the inflation re-

sponse and the more output is stabilized. Because both economies respond symmet-

rically, the real exchange rate is left una¤ected.18

9.3.3 Equilibrium without Coordination

When policy is not coordinated, some assumption must be made about the nature of

the strategic interaction between the two separate policy authorities. One natural

case to consider corresponds to a Nash equilibrium; the policy authorities choose in-

flation to minimize loss, taking as given the inflation rate in the other economy. An

alternative case arises when one country behaves as a Stackelberg leader, taking into

account how the other policy authority will respond to the leader’s choice of infla-

tion. The Nash case is analyzed, and the Stackelberg case is studied as a problem at

the end of the chapter.

The home policy authority picks inflation to minimize ly2t þ p2
t , taking p�

t as

given. The first-order condition is

0 ¼ lb2A1yt þ pt

¼ ð1þ lb22A
2
1Þpt þ lb22A1A2p

�
t þ lb2A1et;

so that the home country’s reaction function is

pt ¼ � lb22A1A2

1þ lb22A
2
1

 !
p�
t �

lb2A1

1þ b22A
2
1

 !
et: ð9:46aÞ

A rise in the foreign country’s inflation rate is expansionary for the domestic econ-

omy (see (9.43)). The domestic policy authority lowers domestic inflation to partially

18. This would not be the case in response to an asymmetric supply shock. See problem 4 at the end of this
chapter.
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stabilize domestic output. A parallel treatment of the foreign country policy author-

ity’s decision problem leads to the reaction function

p�
t ¼ � lb22A1A2

1þ lb22A
2
1

 !
pt � lb2A1

1þ lb22A
2
1

 !
et: ð9:47Þ

Jointly solving these two reaction functions for the Nash equilibrium inflation rates

yields

pN; t ¼ p�
N; t ¼ � lb2A1

1þ lb22A1

� �
et 1�yNet: ð9:48Þ

How does stabilization policy with noncoordinated policies compare with the

coordinated policy response given in (9.45)? Since A1 < 1,

jyN j < jycj:
Policy responds less to the aggregate supply shock in the absence of coordination,

and as a result, output fluctuates more:

yN; t ¼ y�
N; t ¼

1

1þ lb22A1

 !
et >

1

1þ lb22

 !
et:

Because output and inflation responses are symmetric in the Nash equilibrium, the

real exchange rate does not respond to et.

Why does policy respond less in the absence of coordination? For each individual

policymaker, the perceived marginal output gain from more inflation when there is

an adverse realization of e reflects the two channels through which inflation a¤ects

output. First, surprise inflation directly increases real output because of the assump-

tion of nominal rigidities. This direct e¤ect is given by the term b2ðpt � Et�1ptÞ in

(9.35). Second, for given foreign inflation, a rise in home inflation leads to a real

depreciation (see (9.42)) and, again from (9.35), the rise in rt acts to lower output,

reducing the net impact of inflation on output. With p� treated as given, the ex-

change rate channel implies that a larger inflation increase is necessary to o¤set the

output e¤ects of an adverse supply shock. Since inflation is costly, the optimal policy

response involves a smaller inflation response and less output stabilization. With a

coordinated policy, the decision problem faced by the policy authority recognizes

that a symmetric increase in inflation in both countries leaves the real exchange rate

una¤ected. With inflation perceived to have a larger marginal impact on output, the

optimal response is to stabilize more.

The loss functions of the two countries can be evaluated under the alternative pol-

icy regimes (coordination and noncoordination). Because the two countries have been
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specified symmetrically, the value of the loss function will be the same for each. For

the domestic economy, the expected loss when policies are coordinated is equal to

Lc ¼ 1

2

1

1þ lb22

 !
ls2

e :

When policies are determined in a Nash noncooperative equilibrium,

LN ¼ 1

2

1þ lb22A
2
1

ð1þ lb22A1Þ2
" #

ls2
e :

Because 0 < A1 < 1, it follows that Lc < LN ; coordination achieves a better out-

come than occurs in the Nash equilibrium.

This example appears to imply that coordination will always dominate noncoordi-

nation. It is important to recall that the only source of disturbance was a common

aggregate supply shock. The case of asymmetric shocks is addressed in problem 4 at

the end of this chapter. But even when there are only common shocks, coordination

need not always be superior. Rogo¤ (1985a) provided a counterexample. His argu-

ment is based on a model in which optimal policy is time-inconsistent (see chapter

7) but one can briefly describe the intuition behind Rogo¤’s results. A coordinated

monetary expansion leads to a larger short-run real output expansion because it avoids

changes in the real exchange rate. But this fact increases the incentive to engineer a

surprise monetary expansion if the policymakers believe the natural rate of output is

too low. Wage and price setters will anticipate this tactic, together with the asso-

ciated higher inflation. Equilibrium involves higher inflation, but because it has

been anticipated, output (which depends on inflation surprises) does not increase. Con-

sequently, coordination leads to better stabilization but higher average inflation. If

the costs of the latter are high enough, noncoordination can dominate coordination.

The discussion of policy coordination serves to illustrate several important aspects

of open-economy monetary economics. First, the real exchange rate is the relative

price of output in the two countries, so it plays an important role in equilibrating rel-

ative demand and supply in the two countries. Second, foreign shocks matter for the

domestic economy; both aggregate supply shocks and aggregate demand shocks orig-

inating in the foreign economy a¤ect output in the domestic economy. As (9.43) and

(9.44) show, however, the model implies that common demand shocks that leave

u� u� una¤ected have no e¤ect on output levels or the real exchange rate. Since

these shocks do a¤ect demand in each country, a common demand shock raises real

interest rates in each country. Third, policy coordination can matter.

Although the two-country model of this section is useful, it has several omissions

that may limit the insights to be gained from its use. First, the aggregate demand

and aggregate supply relationships are not derived explicitly within an optimizing
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framework. As noted in chapter 8 and in the Obstfeld-Rogo¤ model, expectations of

future income will play a role when consumption is determined by forward-looking,

rational economic agents. Second, there is no role for current account imbalances to

a¤ect equilibrium through their e¤ects on foreign asset holdings. Third, no distinc-

tion has been drawn between the price of domestic output and the price index rele-

vant for domestic residents. The loss function for the policymaker may depend on

consumer price inflation. Fourth, the inflation rate was treated as the instrument

of policy, directly controllable by the central bank. Finally, the model, like the

Obstfeld-Rogo¤ example, assumed one-period nominal contracts. Such a formula-

tion fails to capture the persistence that generally characterizes actual inflation and

the lags between changes in policy and the resulting changes in output and inflation.

9.4 The Small Open Economy

A two-country model provides a useful framework for examining policy interactions

in an environment in which developments in one economy a¤ect the other. For many

economies, however, domestic developments have little or no impact on other econo-

mies. Decisions about policy can, in this case, treat foreign interest rates, output

levels, and inflation as exogenous because the domestic economy is small relative to

the rest of the world. The small open economy is a useful construct for analyzing

issues when developments in the country of interest are unlikely to influence other

economies.

In the small-open-economy case, the model of the previous section simplifies to

become

yt ¼ �b1rt þ b2ðpt � Et�1ptÞ þ et ð9:49Þ

yt ¼ a1rt � a2rt þ ut ð9:50Þ

rt ¼ r�t � rt þ Etrtþ1: ð9:51Þ

The real exchange rate r is equal to sþ p� � p, where s is the nominal exchange

rate, and p� and p are the prices of foreign and domestic output, all expressed in log

terms. The aggregate supply relationship has been written in terms of the unantici-

pated price level rather than unanticipated inflation.19 The dependence of output on

price surprises arises from the presence of nominal wage and price rigidities. With

foreign income and consumption exogenous, the impact of world consumption on

the domestic economy can be viewed as one of the factors giving rise to the distur-

bance term ut.

19. Since pt � Et�1pt ¼ pt � pt�1 � ðEt�1pt � pt�1Þ ¼ pt � Et�1pt, the two formulations are equivalent.
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Consumer prices in the domestic economy are defined as

qt ¼ hpt þ ð1� hÞðst þ p�
t Þ; ð9:52Þ

where h is the share of domestic output in the consumer price index, and the Fisher

relationship links the real rate of interest appearing in (9.50) and (9.51) with the nom-

inal interest rate,

rt ¼ it � Etptþ1 þ pt: ð9:53Þ
Uncovered interest parity links nominal interest rates. Since i� will be exogenous

from the perspective of the small open economy, (9.51) can be written as

it ¼ Etstþ1 � st þ i�t ; ð9:54Þ

where i� ¼ r� þ Etp
�
tþ1 � p�

t . Finally, real money demand is assumed to be given by

mt � qt ¼ yt � cit þ vt: ð9:55Þ
Notice that the basic structure of the model, like the closed-economy models of

chapter 6 based on wage and/or price rigidities, displays the classical dichotomy

between the real and monetary sectors if wages are flexible. That is, if wages adjust

completely to equate labor demand and labor supply, the price surprise term in (9.49)

disappears.20 In this case, (9.49)–(9.51) constitute a three-equation system for real

output, the real interest rate, and the real exchange rate. Using the interest parity

condition to eliminate rt from the aggregate demand relationship, and setting the

resulting expression for output equal to aggregate supply, yields the following equa-

tion for the equilibrium real exchange rate in the absence of nominal rigidities:

ða1 þ a2 þ b1Þrt ¼ a2ðr�t þ Etrtþ1Þ þ et � ut:

This can be solved forward for rt:

rt ¼
Xy
i¼0

d iEt

a2r
�
tþi þ etþi � utþi

a1 þ a2 þ b1

� �

¼ d
Xy
i¼0

d iEtr
�
tþi þ

et � ut

a1 þ a2 þ b1
;

20. Recall from chapter 6 that the assumption behind an aggregate supply function such as (9.49) is that
nominal wages are set in advance on the basis of expectations of the price level, and actual employment is
determined by firms on the basis of realized real wages (and therefore on the actual price level).
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where d1 a2=ða1 þ a2 þ b1Þ < 1 and the second equals sign follows from the as-

sumption that e and u are serially uncorrelated processes. The real exchange rate

responds to excess supply for domestic output; if et � ut > 0, a real depreciation

increases aggregate demand and lowers aggregate supply to restore goods market

equilibrium.

The monetary sector consists of (9.52)–(9.55), plus the definition of the nominal

exchange rate as st ¼ rt � p�
t þ pt. When wages and prices are flexible, these deter-

mine the two price levels p (the price of domestic output) and q (the consumer price

index). From the Fisher equation, the money demand equation, and the definition of qt,

mt � pt ¼ yt þ ð1� hÞrt � cðrt þ Etptþ1 � ptÞ þ vt:

Because the real values are exogenous with respect to the monetary sector when there

are no nominal rigidities, this equation can be solved for the equilibrium value of pt:

pt ¼ 1

1þ c

� �Xy
i¼0

c

1þ c

� �i
Etðmtþi � ztþi � vtþiÞ;

where ztþi 1 ytþi þ ð1� hÞrtþi � crtþi: The equilibrium pt depends not just on the

current money supply but also on the expected future path of m. Since (9.52) implies

pt ¼ qt � ð1� hÞrt, the equilibrium behavior of the domestic consumer price index qt
follows from the solutions for pt and rt.

When nominal wages are set in advance, the classical dichotomy no longer holds.

With pt � Et�1pt a¤ecting the real wage, employment, and output, any disturbance

in the monetary sector that was unanticipated will a¤ect output, the real interest

rate, and the real exchange rate. Since the model does not incorporate any mecha-

nism to generate real persistence, these e¤ects last only for one period.

With nominal wage rigidity, monetary policy a¤ects real aggregate demand

through both interest rate and exchange rate channels. As can be seen from (9.50),

these two variables appear in the combination a1rt � a2rt. For this reason, the inter-

est rate and exchange rate are often combined to create a monetary conditions index;

in the context of the present model, this index would be equal to rt � a1rt=a2. Varia-

tions in the real interest rate and real exchange rate that leave this linear combination

unchanged would be neutral in their impact on aggregate demand because the reduc-

tion in domestic aggregate demand caused by a higher real interest rate would be o¤-

set by a depreciation in the real exchange rate.

9.4.1 Flexible Exchange Rates

Suppose that nominal wages are set in advance, but the nominal exchange rate is free

to adjust flexibly in the face of economic disturbances. In addition, assume that mon-

etary policy is implemented through control of the nominal money supply. In this

424 9 Money and the Open Economy



case, the model consisting of (9.49)–(9.54) can be reduced to two equations involving

the price level, the nominal exchange rate, and the nominal money supply (see the

chapter appendix for details). Equilibrium will depend on expectations of the period

tþ 1 exchange rate, and the response of the economy to current policy actions may

depend on how these expectations are a¤ected.

To determine how the exchange rate and the price level respond to monetary

shocks, assume a specific process for the nominal money supply. To allow for a dis-

tinction between transitory and permanent monetary shocks, assume

mt ¼ mþmt�1 þ jt � gjt�1; 0a ga 1; ð9:56Þ

where j is a serially uncorrelated white noise process. If g ¼ 0, mt follows a random

walk with drift m; innovations j have a permanent impact on the level of m. If g ¼ 1,

the money supply is white noise around a deterministic trend. If 0 < g < 1, a fraction

ð1� gÞ of the innovation has a permanent e¤ect on the level of the money supply.

To analyze the impact of foreign price shocks on the home country, let

p�
t ¼ p� þ p�

t�1 þ ft; ð9:57Þ

where f is a random white noise disturbance. This allows for a constant average for-

eign inflation rate of p� with permanent shifts in the price path due to the realizations

of f.

Using the method of undetermined coe‰cients, the following solutions for pt and

st are consistent with (9.49)–(9.54) and with rational expectations (see appendix):

pt ¼ k0 þmt�1 þ B2½1þ cð1� gÞ�
K

jt � gjt�1

þ ½ðA2 � B2Þut � A2et � B2vt�
K

ð9:58Þ

st ¼ d0 þmt�1 � p�
t�1 � ft �

B1½1þ cð1� gÞ�
K

jt

� gjt�1 þ
½ðB1 � A1Þut þ A1et þ B1vt�

K
; ð9:59Þ

where A1 ¼ h� a1 � a2, A2 ¼ 1þ c� A1 > 0, B1 ¼ �ða1 þ a2 þ b1 þ b2Þ < 0,

B2 ¼ a1 þ a2 þ b1 > 0, and K ¼ �½ð1þ cÞB1 þ b2A1�. The constant k0 is given by

k0 ¼ ð1þ cÞmþ c� a2ð1� h� b1Þ
a1 þ b1

� �
r�;

and d0 ¼ k0 � p�.
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Of particular note is the way a flexible exchange rate insulates the domestic econ-

omy from the foreign price shock f. Neither p�
t�1 nor ft a¤ects the domestic price

level under a flexible exchange rate system (see (9.58)). Instead, (9.59) shows how

they move the nominal exchange rate to maintain the domestic currency price of for-

eign goods, sþ p�, unchanged. This insulates the real exchange rate and domestic

output from fluctuations in the foreign price level.

With B2½1þ cð1� gÞ�=K > 0 and �B1½1þ cð1� gÞ�=K > 0, a positive monetary

shock increases the equilibrium price level and the nominal exchange rate. That is,

the domestic currency depreciates in response to a positive money shock. The e¤ect

is o¤set partially the following period if g > 0. The shape of the exchange rate re-

sponse to a monetary shock is shown in figure 9.1 for di¤erent values of g.

The g < 1 cases in figure 9.1 illustrate Dornbusch’s (1976) overshooting result. To

the extent that the rise in m is permanent (i.e., g < 1), the price level and the nominal

exchange rate eventually rise proportionately. With one-period nominal rigidities,

this occurs in period 2. A rise in the nominal money supply that increases the real

supply of money reduces the nominal interest rate to restore money market equilib-

rium. From the interest parity condition, the domestic nominal rate can fall only if

the exchange rate is expected to fall. Yet the exchange rate will be higher than its ini-

tial value in period 2, so to generate an expectation of a fall, s must rise more than

proportionately to the permanent rise in m. It is then expected to fall from period 1

to period 2; the nominal rate overshoots its new long-run value.

Figure 9.1
Response of nominal exchange rate to a monetary shock.
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The Dornbusch overshooting result stands in contrast to Obstfeld and Rogo¤ ’s

conclusion, derived in section 9.2.3, that a permanent change in the nominal money

supply does not lead to overshooting. Instead, the nominal exchange rate jumps im-

mediately to its new long-run level. This di¤erence results from the ad hoc nature of

aggregate demand in the model of this section. In the Obstfeld-Rogo¤ model, con-

sumption is derived from the decision problem of the representative agent, with the

Euler condition for consumption linking consumption choices over time. The desire

to smooth consumption implies that consumption immediately jumps to its new

equilibrium level. As a result, exchange rate overshooting is eliminated in the basic

Obstfeld-Rogo¤ model.

One implication of the overshooting hypothesis is that exchange rate movements

should follow a predictable or forecastable pattern in response to monetary shocks.

A positive monetary shock leads to an immediate depreciation followed by an appre-

ciation. The path of adjustment will depend on the extent of nominal rigidities in the

economy because these influence the speed with which the economy adjusts in re-

sponse to shocks. Such a predictable pattern is not clearly evident in the data. In

fact, nominal exchange rates display close to random walk behavior over short time

periods (Meese and Rogo¤ 1983). In a VAR-based study of exchange rate responses

to U.S. monetary shocks, Eichenbaum and Evans (1995) did not find evidence of

overshooting, but they did find sustained and predictable exchange rate move-

ments following monetary policy shocks. A monetary contraction produces a small

initial appreciation, with the e¤ect growing so that the dollar appreciates for some

time. However, in a study based on more direct measurement of policy changes,

Bonser-Neal, Roley, and Sellon (1998) found general support for the overshooting

hypothesis. They measured policy changes by using data on changes in the Federal

Reserve’s target for the federal funds rate, rather than the actual funds rate, and

restricted attention to time periods during which the funds rate was the Fed’s policy

instrument.

9.4.2 Fixed Exchange Rates

Under a system of fixed exchange rates, the monetary authority is committed to

using its policy instrument to maintain a constant nominal exchange rate. This com-

mitment requires that the monetary authority stand ready to buy or sell domestic

currency for foreign exchange to maintain the fixed exchange rate. When it is neces-

sary to sell foreign exchange, such a policy will be unsustainable if the domestic cen-

tral bank’s reserves of foreign exchange are expected to go to zero. Such expectations

can produce speculative attacks on the currency.21 The analysis here considers only

21. See Krugman (1979) and Garber and Svensson (1995).
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the case of a sustainable fixed rate. And to draw the sharpest contrast with the flexi-

ble exchange rate regime, it is assumed that the exchange rate is pegged. In practice,

most fixed exchange rate regimes allow rates to fluctuate within narrow bands.22

Normalizing the fixed rate at st ¼ 0 for all t, the real exchange rate equals p�
t � pt.

Assuming the foreign price level follows (9.57), the basic model becomes

yt ¼ �b1ðp�
t � ptÞ þ b2ðpt � Et�1ptÞ þ et

yt ¼ a1ðp�
t � ptÞ � a2rt þ ut

rt ¼ r� þ p� � ðEtptþ1 � ptÞ:
The nominal interest rate has been eliminated, since the interest parity condition and

the fixed exchange rate assumption imply that i ¼ r� þ p�. These three equations can
be solved for the price level, output, and the domestic real interest rate. The money

demand condition plays no role because m must endogenously adjust to maintain the

fixed exchange rate.

Solving for pt,

pt ¼ ða1 þ b1Þp�
t � a2ðr� þ p�Þ þ a2Etptþ1 þ b2Et�1pt þ ut � et

a1 þ a2 þ b1 þ b2
:

Using the method of undetermined coe‰cients, one obtains

pt ¼ p�
t �

a2r
�

a1 þ b1
þ ut � et � b2ft
a1 þ a2 þ b1 þ b2

: ð9:60Þ

Comparing (9.60) to (9.58) reveals some of the major di¤erences between the fixed

and flexible exchange rate systems. Under fixed exchange rates, the average domestic

rate of inflation must equal the foreign inflation rate: Eðptþ1 � ptÞ ¼ Eðp�
tþ1 � p�

t Þ ¼
p�. The foreign price level and foreign price shocks ðfÞ a¤ect domestic prices and

output under the fixed rate system. But domestic disturbances to money demand or

supply (j and v) have no price level or output e¤ects. This situation is in contrast to

the case under flexible exchange rates and is one reason that high-inflation economies

often attempt to fix their exchange rates with low-inflation countries. But when world

inflation is high, a country can maintain lower domestic inflation only by allowing its

nominal exchange rate to adjust.

The e¤ects on real output of aggregate demand and supply disturbances also de-

pend on the nature of the exchange rate system. Under flexible exchange rates, a

22. Exchange rate behavior under a target zone system was first analyzed by Krugman (1991).
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positive aggregate demand shock increases prices and real output. Goods market

equilibrium requires a rise in the real interest rate and a real appreciation. By serving

to equilibrate the goods market and partially o¤set the rise in aggregate demand fol-

lowing a positive realization of u, the exchange rate movement helps stabilize aggre-

gate output. As a result, the e¤ect of u on y is smaller under flexible exchange rates

than under fixed exchange rates.23

The choice of exchange rate regime influences the manner in which economic dis-

turbances a¤ect the small open economy. Although the model examined here does

not provide an internal welfare criterion (such as the utility of the representative

agent in the economy), such models have often been supplemented with loss func-

tions depending on output or inflation volatility (see section 9.3), which are then

used to rank alternative exchange rate regimes. Based on such measures, the choice

of an exchange rate regime should depend on the relative importance of various dis-

turbances. If volatility of foreign prices is of major concern, a flexible exchange rate

will serve to insulate the domestic economy from real exchange rate fluctuations that

would otherwise a¤ect domestic output and prices. If domestic monetary instability

is a source of economic fluctuations, a fixed exchange rate system provides an auto-

matic monetary response to o¤set such disturbances.

The role of economic disturbances in the choice of a policy regime is an important

topic of study in monetary policy analysis. It figures most prominently in discussion

of the choice between using an interest rate or a monetary aggregate as the instru-

ment of monetary policy (see chapter 11).

9.5 Open-Economy Models with Optimizing Agents and Nominal Rigidities

Chapter 8 developed a dynamic general equilibrium model based on optimizing

households and firms but in which prices were sticky. This model could be summa-

rized in terms of an expectational IS curve relating aggregate output to expected fu-

ture output and the real interest rate, and an inflation adjustment relationship, in

which current inflation was a function of expected future inflation and real marginal

cost. Real marginal cost was a function of output relative to the flexible-price equi-

librium level of output. The model was closed by assuming that the monetary au-

thority determined the nominal rate of interest. A number of authors have extended

the basic new Keynesian framework to the open-economy context. Examples include

McCallum and Nelson (2000a); Clarida, Galı́, and Gertler (2001; 2002); Gertler, Gil-

christ, and Natalucci (2001); and Monacelli (2005). See also Galı́ and Monacelli

(2005) and Galı́ (2008, ch. 7). Lubik and Schorfheide (2007); Adolfson, Laseén,

23. This is consistent with the estimates for Japan reported in Hutchison and Walsh (1992). Obstfeld
(1985) discusses the insulation properties of exchange rate systems.
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Lindé, and Villani (2007a; 2008), and Adolfson, Laseén, Lindé, and Svensson (2008)

provided examples of an estimated DSGE model for policy analysis based on the

framework discussed in this section. Lubik and Schorfheide (2006) jointly estimated

a two-country open economy DSGE model with nominal rigidities using U.S. and

euro area data. These models di¤er from the models discussed in section 9.2.3 in that

an inflation adjustment model based on Calvo (1983) replaces the assumption of one-

period nominal rigidity. This section develops an example of an open-economy new

Keynesian model.

9.5.1 A Model of the Small Open Economy

Suppose there are two countries. The home country is denoted by the superscript

h, and the foreign country by the superscript f . The countries share the same prefer-

ences and technologies. Both produce traded consumption goods that are imperfect

substitutes in utility. The foreign country is a stand-in for the rest of the world, and

the home country is small relative to the foreign country.

Households

Households consume a CES composite of home and foreign goods, defined as

Ct ¼ ½ð1� gÞ1=aðCh
t Þða�1Þ=a þ g1=aðC f

t Þða�1Þ=a�a=ða�1Þ ð9:61Þ

for a > 1. As in chapter 8, assume Ch (and C f ) are Dixit-Stiglitz aggregates of di¤er-

entiated goods produced by domestic (and foreign) firms. The domestic household’s

relative demand for Ch and C f will depend on their relative prices. Let Ph
t ðP f

t Þ be
the average price of domestically (foreign) produced consumption goods. The prob-

lem of minimizing the cost Ph
t C

h
t þ P

f
t C

f
t of achieving a given level of Ct yields the

first-order conditions

Ph
t ¼ lt½ð1� gÞ1=aðCh

t Þða�1Þ=a þ g1=aðC f
t Þða�1Þ=a�1=ða�1Þð1� gÞ1=aðCh

t Þ�1=a

P
f
t ¼ lt½ð1� gÞ1=aðCh

t Þða�1Þ=a þ g1=aðC f
t Þða�1Þ=a�1=ða�1Þ

g1=aðC f
t Þ�1=a;

where l is the Lagrangian multiplier on the constraint. Using (9.61), these first-order

conditions can be written as

Ph
t ¼ ltC

1=a
t ð1� gÞ1=aðCh

t Þ�1=a ) Ch
t ¼ ð1� gÞ Ph

t

lt

� ��a

Ct

P
f
t ¼ ltC

1=a
t g1=aðC f

t Þ�1=a ) C
f
t ¼ g

P
f
t

lt

 !�a

Ct:
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These equations imply in turn that the home country’s relative demand for home-

and foreign-produced goods depends on their relative price:

Ch
t

C
f
t

¼ 1� g

g

� �
Ph
t

P
f
t

 !�a

: ð9:62Þ

Substituting the solutions for Ch
t and C

f
t into the definition of the aggregate con-

sumption bundle yields

Ct ¼ ð1� gÞ Ph
t

lt

� �1�a

þ g
P

f
t

lt

 !1�a
24 35a=ða�1Þ

Ct:

Dividing both sides by Ct and solving for lt yields

lt ¼ ½ð1� gÞðPh
t Þ1�a þ gðP f

t Þ1�a�1=ð1�aÞ 1Pc
t ð9:63Þ

as the aggregate (consumer) price index.

Household utility depends on its consumption of the composite good and on its

labor supply. Assume that

UðCt;NtÞ ¼ C1�s
t

1� s
� N

1þh
t

1þ h
: ð9:64Þ

Intertemporal optimization implies the standard Euler condition,

C�s
t ¼ bEtRt

Pc
t

Pc
tþ1

 !
C�s

tþ1; ð9:65Þ

where Rt is the (gross) nominal rate of interest, and the optimal labor-leisure choice

requires that the marginal rate of substitution between leisure and consumption

equal the real wage. This last condition takes the form

N
h
t

C�s
t

¼ Wt

Pc
t

; ð9:66Þ

where Wt is the nominal wage.

Assume that the law of one price holds. This implies that

P
f
t ¼ StP

�
t ; ð9:67Þ

where P�
t is the foreign currency price of foreign-produced goods and St is the nom-

inal exchange rate (price of foreign currency in terms of domestic currency). For
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simplicity, assume that all foreign goods sell for the price P
f
t . This specification

assumes complete exchange rate pass-through; given P�
t , a 1 percent change in the

exchange rate produces a 1 percent change in the domestic currency price of foreign

produced goods P f
t . Given the law of one price, the price levels in the domestic and

foreign countries are linked by

Pc
t ¼ StP

c�
t :

For the rest of the world, the distinction between the CPI and the price of domestic

production is ignored, so Pc�
t ¼ P�

t .24

It will be useful to define the terms of trade and the real exchange rate. The terms

of trade equal the relative price of foreign and domestic goods:

Dt 1
P

f
t

Ph
t

¼ StP
�
t

Ph
t

: ð9:68Þ

The real exchange rate is the price of foreign-produced goods (in terms of domestic

currency) relative to the home country’s consumer price index:

Qt ¼ StP
�
t

Pc
t

¼ Ph
t

Pc
t

� �
Dt: ð9:69Þ

As was the case with the new Keynesian model of chapter 8, the focus will be on

percentage deviations around the steady state. Let lowercase letters denote percent-

age deviation around the steady state of the corresponding uppercase letter. Then

(9.68) and (9.69) can be expressed as

dt ¼ st þ p�
t � ph

t

and

qt ¼ st þ p�
t � pc

t :

Using the definition of the terms of trade in (9.63),

pc
t ¼ ð1� gÞph

t þ gp
f
t ¼ ph

t þ gdt: ð9:70Þ

Equations (9.61), (9.62), (9.65), and (9.66) can be written as

24. That is, the rest of the world is large relative to the home country, so changes in the price of home-
produced goods have little impact on the consumer price index for the rest of the world.
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ct ¼ ð1� gÞcht þ gc
f
t ð9:71Þ

c
f
t ¼ �adt þ cht ð9:72Þ

ct ¼ Etctþ1 � 1

s

� �
ðit � Etp

c
tþ1 � rÞ; ð9:73Þ

where r ¼ b�1 � 1 and

hnt þ sct ¼ wt � ph
t � gdt; ð9:74Þ

where pc
t ¼ pc

t � pc
t�1. Combining (9.71) and (9.72), ct ¼ cht � gadt. Defining inflation

in the prices of domestically produced goods as ph
t ¼ ph

t � ph
t�1, inflation in the con-

sumer price index equals

pc
t ¼ pc

t � pc
t�1 ¼ ph

t þ gðdt � dt�1Þ: ð9:75Þ

Note that the real interest rate is defined in terms of consumer price inflation pc
t . In

turn, this measure of inflation depends on the rate of inflation of domestically pro-

duced goods ph
t and the rate of change in the terms of trade.

Clarida, Galı́, and Gertler (2001) added a stochastic wage markup mw
t to (9.74) to

represent deviations from the marginal rate of substitution between leisure and

consumption:

hnt þ sct þ mw
t ¼ wt � ph

t � gdt: ð9:76Þ

They motivated this markup as arising from the monopoly power of labor suppliers

who set wages as a markup over the marginal rate of substitution. The markup was

then assumed to be subject to exogenous stochastic variation.

International Risk Sharing

It is assumed that agents in both economies have access to a complete set of interna-

tionally traded securities. The time t home currency price of a bond that pays o¤ one

unit of the domestic currency at time tþ 1 is R�1
t , and the Euler condition given by

(9.65) can be written as

bEt

Pc
t

Pc
tþ1

� �
Ctþ1

Ct

� ��s

¼ 1

Rt

: ð9:77Þ

Since residents in the rest of the world also have access to these same financial

securities, intertemporal optimization implies
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C��s
t

StP
�
t

¼ bEt

Rt

Stþ1P
�
tþ1

� �
C��s

tþ1 :

The left side of this expression shows the marginal utility cost at time t of using 1=St

units of the foreign currency (worth 1=P�
t each in terms of consumption goods) to

obtain one unit of the domestic currency. This is invested in the domestic bond, yield-

ing at time tþ 1 a gross return Rt. This can be converted into Rt=Stþ1 units of foreign

currency, worth Rt=ðStþ1P
�
tþ1Þ in terms of foreign consumption, yielding expected

utility of EtðRt=Stþ1P
�
tþ1ÞC��s

tþ1 . Thus, the right side is the marginal benefit in terms of

utility from this financial transaction. Since this payout occurs at time tþ 1, it must be

discounted at the rate b to compare to the cost of purchasing the financial asset. Along

the optimal path, the marginal costs and benefits are equal. Rearranging,

bEt
P�
t

P�
tþ1

� �
St

Stþ1

� �
C �

tþ1

C �
t

� ��s

¼ 1

Rt

:

Using the law of one price and the definition of the real exchange rate, this condition

can be written as

bEt

Pc
t

Pc
tþ1

� �
Qt

Qtþ1

� �
C �

tþ1

C �
t

� ��s

¼ 1

Rt

:

Hence,

bEt
Pc
t

Pc
tþ1

� �
Ctþ1

Ct

� ��s

¼ 1

Rt

� �
¼ bEt

Pc
t

Pc
tþ1

� �
Qt

Qtþ1

� �
C �

tþ1

C �
t

� ��s

;

which implies

Ct ¼ fQ
1=s
t C �

t ; ð9:78Þ

where f is a constant of proportionality. For convenience, adopt f ¼ 1 as a nor-

malization. This is consistent with a symmetric initial condition with zero net for-

eign asset holdings. In terms of a first-order linear approximation around the steady

state,

ct ¼ c�t þ
1

s

� �
qt ¼ c�t þ

1� g

s

� �
dt: ð9:79Þ

This last equation employs the fact that

qt ¼ st þ p�
t � pc

t ¼ dt þ ph
t � pc

t ¼ ð1� gÞdt: ð9:80Þ
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Uncovered Interest Parity

If R�
t is the foreign interest rate, then

bEt

P�
t

P�
tþ1

� �
C �

tþ1

C �
t

� ��s

¼ 1

R�
t

:

Linearizing this condition yields

sðEtc
�
tþ1 � c�t Þ ¼ r�t � Etp

�
tþ1;

and doing the same for (9.77) implies

sðEtctþ1 � ctÞ ¼ rt � Etp
c
tþ1:

Using (9.79),

ðrt � Etp
c
tþ1Þ � ðr�t � Etp

�
tþ1Þ ¼ sðEtctþ1 � ctÞ � sðEtc

�
tþ1 � c�t Þ

¼ Etqtþ1 � qt:

Subtracting the inflation terms from each side and using the definition of the real ex-

change rate yields the condition for uncovered interest parity:

rt ¼ r�t þ Etðstþ1 � stÞ:

The domestic nominal interest rate is equal to the foreign (rest of the world) nominal

interest rate plus the expected rate of depreciation in the domestic currency.

The uncovered interest rate parity condition can also be expressed in real terms by

subtracting inflation in domestic produced goods prices and using the definition of

the terms of trade:

rt � Etp
h
tþ1 ¼ r�

t þ ðEtdtþ1 � dtÞ; ð9:81Þ

where r� 1 r�t � Etp
�
tþ1.

Domestic Firms

The analysis of domestic firms parallels the approach followed in chapter 8.

In each period, there is a fixed probability 1� o that the firm can adjust its price.

When it can adjust, it does so to maximize the expected discounted value of profits.

Each domestic firm faces the identical production function,

Y h
t ¼ eetNt;
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and a constant elasticity demand curve for its output. The firm’s real marginal cost is

equal to

MCt ¼ Wt=P
h
t

eet
;

where Wt=P
h
t is the real product wage and eet is the marginal product of labor. In

terms of percentage deviations around the steady state, this expression becomes

mct ¼ wt � ph
t � et: ð9:82Þ

Following the derivation of chapter 8, the inflation rate for the price index of do-

mestically produced goods is

ph
t ¼ bEtp

h
tþ1 þ kmct; ð9:83Þ

where k ¼ ð1� oÞð1� boÞ=o. Combining (9.83) with (9.75),

pc
t ¼ bEtp

c
tþ1 þ kmct � bgðEtdtþ1 � dtÞ þ gðdt � dt�1Þ: ð9:84Þ

Inflation, as measured by the consumer price index, depends on expected future

inflation and real marginal cost, the same two factors that appeared in the closed-

economy inflation adjustment equation. The di¤erence in the open economy is that

given real marginal cost, inflation in the consumer price index can be a¤ected by cur-

rent and expected future changes in the terms of trade. A rise in the terms of trade

ðdt � dt�1 > 0Þ implies an increase in the relative price of foreign goods. Because for-

eign goods prices are included in the consumer price index (see (9.70)), a rise in their

relative prices increases consumer price inflation. An expected future rise in the terms

of trade reduces current consumer price inflation because for a given Etp
c
tþ1, this rise

in the terms of trade must imply a fall in expected future domestic goods inflation

and therefore a fall in current domestic goods inflation.

The Foreign Country

To keep the analysis simple, it was assumed that the foreign country is large relative

to the home country. This is taken to mean that it is unnecessary to distinguish be-

tween consumer price inflation and domestic inflation in the foreign country and that

domestic output and consumption are equal. Trade does take place, however, and so

goods produced in the home country are sold to domestic residents and to foreigners.

Let ch�t be the foreign country’s consumption of the domestically produced good (as

a percentage deviation from the steady state). The foreign country’s demand for the

home country’s output depends on the terms of trade. Assuming that foreign house-

holds have the same preferences as those of the home country (so the demand elastic-

ity is the same),
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Ch �
t ¼ gDa

t Y
f
t ;

or

ch
�

t ¼ adt þ y
f
t ; ð9:85Þ

where y
f
t is foreign income (in terms of the percent deviation from the steady state).

The Euler condition for foreign country households implies

y�
t ¼ Ety

�
tþ1 �

1

s

� �
ði ft � Etp

�
tþ1Þ;

or

r�
t 1 i�t � Etp

�
tþ1 ¼ sðEty

�
tþ1 � y�

t Þ: ð9:86Þ

Equilibrium Conditions

The conditions for each market that need to be satisfied in equilibrium can now be

collected.

Equilibrium requires that domestic production equal the consumption of the do-

mestically produced good. Since the domestic good is consumed by both domestic

residents and by residents of the rest of the world, equilibrium requires that

Yt ¼ ð1� gÞ Ph
t

Pc
t

� ��a

Ct þ g
Ph
t

StP
�
t

� ��a

Y �
t :

Using the earlier result that Ct ¼ Q
1=s
t C �

t ¼ Q
1=s
t Y �

t to eliminate Y �
t , and employing

the definition of the real exchange rate as Qt ¼ StP
�
t =P

c
t , the goods market equilib-

rium condition can be written as

Yt ¼ Ph
t

Pc
t

� ��a

½ð1� gÞ þ gQ
a�1=s
t �Ct:

Taking a first-order linear approximation of this equation around the steady state

yields25

yt ¼ ct þ gw

s

� �
dt; ð9:87Þ

where w ¼ asþ ðas� 1Þð1� gÞ.

25. This makes use of the fact that in the steady state, Q ¼ 1, so Y ¼ ðPh=PcÞ�a
C, and of the definition of

the terms of trade, which implies ph
t � pc

t ¼ �gdt.
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Since c�t ¼ y�
t , and from (9.79) and (9.80), ct ¼ c�t þ 1

s

� �
qt ¼ c�t þ 1�g

s

� 	
dt, (9.87)

can be written as

yt ¼ ct þ gw

s

� �
dt ¼ c�t þ

1� g

s
þ gw

s

� �
dt

¼ y�
t þ

1

sg

� �
dt; ð9:88Þ

where sg 1 s=½1� gð1� wÞ�.
These results can be used in the Euler condition (9.73) to obtain the small-open-

economy version of the expectational IS relations. Starting with the Euler condition,

use (9.87) to replace consumption with yt � gw
s

� �
dt, yielding

yt ¼ Etytþ1 � 1

s

� �
ðit � Etp

c
tþ1 � rÞ � gw

s

� �
ðEtdtþ1 � dtÞ:

Because Etp
c
tþ1 ¼ Etp

h
tþ1 þ gEtDdtþ1 (see (9.75)),

yt ¼ Etytþ1 � 1

s

� �
ðit � Etp

h
tþ1 � rÞ þ g

s
ð1� wÞðEtdtþ1 � dtÞ:

Equation (9.88) implies ðEtdtþ1 � dtÞ ¼ sg½Etðytþ1 � ytÞ � ðEty
�
tþ1 � y�

t Þ�, and

using this expression to eliminate the expected change in the terms of trade from the

Euler condition yields

yt ¼ Etytþ1 � 1

sg

� �
ðit � Etp

h
tþ1 � r�Þ; ð9:89Þ

where

r� 1 r� sggð1� wÞðEty
�
tþ1 � y�

t Þ:

Equation (9.89) is the small-open-economy equivalent to the closed-economy

expectational IS curve. There are two primary di¤erences between the open- and

closed-economy versions of this relationship. First, the elasticity of demand with re-

spect to the real interest rate is no longer equal to the elasticity of intertemporal sub-

stitution, 1=s. Instead, it equals 1=sg ¼ ½1� gð1� wÞ�=s. From the definition of w,

sg ¼ s

1� g2½1� as� ;

which depends on the openness of the economy through g (the larger g is, the smaller

the share of home-produced goods in the consumption bundle of domestic residents)

and a, the price elasticity of demand for home-produced and foreign-produced goods.
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Inflation Adjustment

To determine the rate of inflation of domestically produced goods, (9.82) and (9.83)

imply

ph
t ¼ bEtp

h
tþ1 þ kðwt � ph

t � etÞ:

The real consumption wage is wt � pc
t , and this is related to the real product wage

wt � ph
t by the terms of trade: pc

t ¼ ph
t þ gdt. Since households equate the real con-

sumption wage to the marginal rate of substitution between leisure and consumption,

(9.66) implies that

hnt þ sct ¼ wt � pc
t ¼ wt � ph

t � gdt:

Hence, real marginal cost is wt � ph
t � et ¼ hnt þ sct þ gdt � et. Now use (9.87) and

(9.88) to eliminate consumption and the terms of trade to obtain an expression for

real marginal cost solely in terms of domestic output and foreign variables:

ph
t ¼ bEtp

h
tþ1 þ k½ðhþ sgÞyt � ðs� sgÞy�

t � ð1þ hÞet�;

or

ph
t ¼ bEtp

h
tþ1 þ kðhþ sgÞðyt � ~yytÞ; ð9:90Þ

where ~yyt 1 ½ðs� sgÞy�
t � ð1þ hÞet�=ðhþ sgÞ.

Notice that because r� and ~yyt depend only on exogenous shocks or foreign vari-

ables, (9.89) and (9.90) constitute a two-equation model for domestic output and

inflation once a specification for monetary policy in terms of the nominal rate of in-

terest has been added.

Clarida, Galı́, and Gertler (2002) relaxed the assumption that the foreign country

is large and examined the role of policy coordination. To carry out this examination,

assume that both countries are subject to nominal price rigidities. In this case, (9.88)

is modified to

~xxt ¼ ~xx f
t þ 1

sg

� �
~ddt;

where ~ddt, ~xxt and ~xx f
t are defined as gaps relative to the outcome when prices are flexi-

ble in both countries. Using this equation to derive real marginal cost, Clarida, Galı́,

and Gertler found that

ph
t ¼ bEtp

h
tþ1 þ k~xxt þ k~xx f

t
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for domestic goods inflation in the home country, with inflation in the foreign coun-

try satisfying a similar equation. The spillover e¤ect of the output gap on inflation in

the other country gives rise, in general, to gains from policy coordination.

9.5.2 The Relationship to the Closed-Economy NK Model

The small-open-economy model consisting of (9.89) and (9.90) is identical in form to

the closed-economy new Keynesian model of chapter 8. Output satisfies an Euler

condition with the real interest rate defined in terms of domestically produced goods,

and inflation of domestically produced goods is forward-looking and depends on an

output gap measure. The parameters in these relationships di¤er from those in the

close-economy model because they depend on factors related to the openness of the

economy.

To further draw the parallel with the closed-economy model, define the output gap

as

xt 1 yt � ~yyt: ð9:91Þ

Then rewrite (9.89) and (9.90) as

xt ¼ Etxtþ1 � 1

sg

� �
ðit � Etp

h
tþ1 � ~rrtÞ ð9:92Þ

ph
t ¼ bEtp

h
tþ1 þ kðhþ sgÞxt; ð9:93Þ

where

~rrt ¼ r� þ sgEtð ~yytþ1 � ~yytÞ: ð9:94Þ

Thus, the small-open-economy model has been reduced to a form that exactly par-

allels that of the closed-economy model if one can show that the output gap xt ¼
yt � ~yyt is the gap between output and the flexible-price equilibrium price. That is,

one needs to show that with flexible prices, ~yyt is the equilibrium output.

The flexible-price equilibrium output is defined as the output level consistent with

real marginal cost equaling its constant steady-state value. Since

mct ¼ ðhþ sgÞyt þ ðs� sgÞy�
t � ð1þ hÞet;

it follows that the flexible-price output is

y
flex
t ¼ ðsg � sÞy�

t þ ð1þ hÞet
hþ sg

;
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which is the definition assigned earlier to ~yyt. Hence, xt is the flexible-price output

gap, just as it was in the closed-economy new Keynesian model.

Equations (9.93) and (9.92) are, as Clarida, Galı́, and Gertler (2001; 2002) empha-

sized, isomorphic to the closed-economy new Keynesian model.26 The parallel is ex-

act if the central bank’s objective can be represented as minimizing a quadratic form

of the output gap as defined in (9.91) and the inflation rate of domestically produced

goods ph
t . In this case, the central bank’s policy involves minimizing

Et

Xy
i¼0

b i½ðph
tþiÞ2 þ lx2

tþi� ð9:95Þ

subject to (9.93) and (9.92). This is exactly equivalent to the closed-economy policy

problem studied in chapter 8, and so all the conclusions about policy reached there

would apply without modification to the small open economy. The critical require-

ment is that the inflation rate appearing in the central bank’s objective function

must be ph and not the inflation rate in consumer prices pc. If pc is the relevant ob-

jective of the central bank (and most inflation-targeting central banks in small open

economies define their targets in terms of consumer price inflation), then (9.93) and

(9.92) are not su‰cient to determine either optimal policy or the economy’s equilib-

rium. Thus, an important issue for the analysis of monetary policy in the context of

an open economy is determining the price index that is the appropriate objective of

policy.

Optimal Policy in the Small Open Economy

As demonstrated in the previous section, the analysis of optimal monetary policy in

the small open economy would be equivalent to that in the closed economy if the

central bank’s objectives were given by (9.95). In the absence of cost shocks to the

inflation equation for domestic goods prices, optimal policy would involve stabilizing

the domestic price index.

The basic intuition for such a policy carries over from the case of the closed econ-

omy. If tax subsidies have dealt with the distortions associated with monopolistic

competition, then the role of monetary policy should be to eliminate the distortions

created by sticky prices. The central bank can eliminate these distortions by stabiliz-

ing prices, and since the sticky prices are the prices of domestically produced goods,

the optimal policy would stabilize domestic prices.

Unfortunately, as Galı́ and Monacelli (2005) discussed, this intuition is not correct

in general. Even if the distortion arising from the markup is o¤set by fiscal subsidies,

26. McCallum and Nelson (2000b) also developed a model that can be reduced to a version isomorphic to
the closed-economy new Keynesian model. See problem 9 at the end of this chapter.
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there remains an additional factor present in the open-economy context that leads to

a distortion and implies the flexible-price equilibrium is not fully e‰cient. Because

foreign-produced and domestically produced goods are imperfect substitutes, the

central bank faces an incentive to a¤ect the terms of trade. This is welfare-improving

and would cause the optimal policy to deviate from price stability.27

9.5.3 Imperfect Pass-Through

The isomporphism between the open and closed versions of the basic new Keynesian

model is a consequence of continuing to incorporate only a single nominal rigidity.

Prices were assumed to be sticky, but nominal wages were assumed to be flexible. In

addition, only the prices of domestically produced goods were taken to be sticky. The

home country prices of foreign-produced goods were taken to be perfectly flexible;

they moved one-for-one with the nominal exchange rate (see (9.67)).

Adolfson (2001), Corsetti and Presenti (2002), and Monacelli (2005) provided

examples of models that allow for incomplete pass-through. When pass-through is

incomplete, the law of one price no longer holds. The law of one price allows the do-

mestic currency price of foreign goods, p f
t , to be expressed as st þ p�

t , where st is the

nominal exchange rate and p�
t is the foreign currency price of foreign goods (all

expressed as percentage deviations from their steady-state values). The terms of trade

are then equal to st þ p�
t � ph

t . With incomplete pass-though, however, p
f
t and

st þ p�
t can di¤er.

Following Monacelli (2005), the real exchange rate qt can be written as28

qt ¼ st þ p�
t � pc

t ¼ ct þ ð1� gÞdt;

where ct ¼ st þ p�
t � p

f
t measures the deviation from the law of one price. In the

model of the previous section, the law of one price held, so ct was identically equal

to zero. Suppose pass-through is incomplete because of nominal rigidity in the price

of imports, with only a fraction of importers adjusting their price each period, as in a

standard Calvo-type model of price adjustment. Then the variable ct represents the

marginal cost of importers, and the rate of inflation in the average domestic currency

price of foreign imports takes the form

p
f
t ¼ bEtp

f
tþ1 þ k fct;

where p f
t ¼ p

f
t � p

f
t�1 and the parameter k f depends on the fraction of import prices

that adjust each period.

27. See Corsetti and Presenti (2001). Benigno and Benigno (2003) considered this issue in a two-country
model.

28. This uses (9.70), which defines the consumer price index as ð1� gÞph
t þ gp

f
t and the definition of the

terms of trade, dt ¼ p
f
t � ph

t .
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Letting zot denote the flexible-price equilibrium value of a variable zt, Monacelli

(2005) showed that with imperfect pass-through, the output gap can be written as

xt ¼ 1þ w

s

� �
ðdt � dot Þ þ

1þ gðsa� 1Þ
s

� �
ðct � co

t Þ;

where w ¼ gðsa� 1Þð2� gÞ as before. The real marginal cost of domestic firms can

then be expressed as

mct �mcot ¼ s

1þ w
þ h

� �
xt þ 1� 1þ gðsa� 1Þ

1þ w

� �
ðct � co

t Þ:

Inflation in domestic producer prices is equal to

ph
t ¼ bEtp

h
tþ1 þ kðmct �mcot Þ:

Thus, deviations from the law of one price, as measured by ct � co
t , directly a¤ect

inflation through their impact on marginal cost.

Imperfect pass-through represents a second nominal rigidity when combined with

the assumption of sticky prices. Not surprisingly, therefore, it introduces policy

trade-o¤s, much as the addition of sticky wages did in the basic new Keynesian

model of chapter 8. Both the output gap and deviations from the law of one price

a¤ect real marginal cost and, as a result, inflation. Stabilizing inflation in the face

of a movement in ct � co
t requires that the output gap be allowed to fluctuate; stabi-

lizing the output gap in the face of a movement in ct � co
t requires that inflation

fluctuate. With two sources of nominal rigidity—sticky prices and imperfect pass-

through—the central bank cannot undo the e¤ects of both distortions with a single

policy instrument.

9.6 Summary

This chapter has reviewed various models that are useful for studying aspects of

open-economy monetary economics. A two-country model whose equilibrium condi-

tions were consistent with optimizing agents was presented. This model, based on the

work of Obstfeld and Rogo¤, preserved the classical dichotomy between real and

monetary factors when prices and wages are assumed to be perfectly flexible. In this

case, the price level and the nominal exchange rate could be expressed simply in

terms of the current and expected future paths of the nominal money supplies in the

two countries.

Two primary lessons are that new channels by which monetary factors a¤ect the

economy are present in an open economy, and the choice of exchange rate regime

has important implications for the role of monetary policy. With sticky nominal
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wages, monetary factors have important short-run e¤ects on the real exchange rate.

Exchange rate movements alter the relative price of the domestic good and the

foreign good, a¤ecting aggregate demand and supply. In addition, consumer prices,

because they are indices of domestic currency prices of domestically produced and

foreign-produced goods, respond to exchange rate movements.29 The impact of ex-

change rate movements on consumer price inflation suggests that monetary policy

may have more rapid e¤ects on inflation in more open economies.

Unlike the analysis of the closed economy, the Obstfeld-Rogo¤ model implies that

monetary-induced output movements would have persistent real e¤ects by altering

the distribution of wealth between economies. In general, standard open-economy

frameworks used for policy analysis assume that the real e¤ects of monetary policy

arise only in the short run and are due to nominal rigidities. Over time, as wages and

prices adjust, real output, real interest rates, and the real exchange rate return to

equilibrium levels that are independent of monetary policy. This long-run neutrality

means that these models, like their closed-economy counterparts, imply that the long-

run e¤ects of monetary policy fall on prices, inflation, nominal interest rates, and the

nominal exchange rate. In the short run, however, monetary policy can have impor-

tant e¤ects on the manner in which real output and the real exchange rate fluctuate

around their longer-run equilibrium values.

The final section of the chapter reviewed some extensions of new Keynesian mod-

els to open-economy settings. In these models, households and firms are optimizing

agents, but nominal rigidities lead to a staggered adjustment of prices over time. In

some cases, these models result in reduced-form equations for the output gap and in-

flation that are identical in form to the closed-economy equivalents. However, as in

closed-economy models, policy trade-o¤s are significantly a¤ected with the addition

of multiple sources of nominal rigidity. The model of imperfect pass-through pro-

vides one empirically relevant example of a nominal rigidity that is absent in the

closed economy. As with models of the closed economy, empirical work with DSGE

open-economy models such as Adolfson, Laseén, Lindé, and Villani (2007a; 2008)

incorporate multiple sources of nominal (and real) frictions into the basic model

structure reviewed in this chapter.

9.7 Appendix

9.7.1 The Obstfeld-Rogo¤ Model

This appendix provides a derivation of some of the components of the Obstfeld-

Rogo¤ (1995; 1996) model.

29. Duguay (1994) provides evidence on these channels in the case of Canada.
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Individual Product Demand

The demand functions faced by individual producers are obtained as the solution to

the following problem:

max

ð1
0

cðzÞq dz
� �1=q

subject to

ð 1
0

pðzÞcðzÞ dz ¼ Z

for a given total expenditure Z. Letting y denote the Lagrangian multiplier associ-

ated with the budget constraint, the first-order conditions imply, for all z,

cðzÞq�1

ð1
0

cðzÞq dz
� �1=q�1

¼ ypðzÞ:

For any two goods z and z 0, therefore, ½cðzÞ=cðz 0Þ�q�1 ¼ pðzÞ=pðz 0Þ, or

cðzÞ ¼ cðz 0Þ pðz 0Þ
pðzÞ
� �1=ð1�qÞ

:

If this expression is substituted into the budget constraint, one obtainsð1
0

pðzÞcðz 0Þ pðz 0Þ
pðzÞ
� �1=ð1�qÞ

dz ¼ cðz 0Þpðz 0Þ1=ð1�qÞ
ð 1
0

pðzÞq=ðq�1Þ
dz

� �
¼ Z: ð9:96Þ

Using the definition of P given in (9.3), both sides of (9.96) can be divided by P to

yield

cðz 0Þpðz 0Þ1=ð1�qÞ½Ð 10 pðzÞq=ðq�1Þ
dz�

½Ð 10 pðzÞq=ðq�1Þ
dz�ðq�1Þ=q ¼ Z

P
:

This can be simplified to

cðz 0Þ pðz 0Þ
P

� �1=ð1�qÞ
¼ Z

P
or cðz 0Þ ¼ pðz 0Þ

P

� �1=ðq�1Þ
C; ð9:97Þ

where C ¼ Z
P

is total real consumption of the composite good. Equation (9.97)

implies that the demand for good z by agent j is equal to c jðzÞ ¼ ½pðzÞ=P�1=ðq�1Þ
C j,

so the world demand for product z will be equal to

yd
t ðzÞ1 n

ptðzÞ
Pt

� �1=ðq�1Þ
Ct þ ð1� nÞ p�

t ðzÞ
P�
t

� �1=ðq�1Þ
C �

t

¼ ptðzÞ
Pt

� �1=ðq�1Þ
Cw

t ; ð9:98Þ
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where Cw ¼ nC þ ð1� nÞC � is world real consumption. Notice that the law of one

price is used here because it implies that the relative price for good z is the same for

home and foreign consumers: pðzÞ=P ¼ Sp�ðzÞ=SP� ¼ p�ðzÞ=P�. Finally, note that

(9.98) implies

ptðzÞ ¼ Pt

yd
t ðzÞ
Cw

t

� �q�1

: ð9:99Þ

The Individual’s Decision Problem

Each individual begins period t with existing asset holdings B
j
t�1 and M

j
t�1 and

chooses how much of good j to produce (subject to the world demand function for

good j), how much to consume, and what levels of real bonds and money to hold.

These choices are made to maximize utility given by (9.1) and subject to the follow-

ing budget constraint:

C
j
t þ B

j
t þ

M
j
t

Pt

a
ptð jÞytð jÞ

Pt

þ Rt�1B
j
t�1 þ

M
j
t�1

Pt

þ tt;

where tt is the real net transfer from the government and Rt is the real gross rate of

return. From (9.99), agent’s j 0s real income from producing yð jÞ will be equal to

yð jÞqðCw
t Þ1�q, so the budget constraint can be written as

C
j
t þ B

j
t þ

M
j
t

Pt

¼ ytð jÞqðCw
t Þ1�q þ Rt�1B

j
t�1 þ

M
j
t�1

Pt

þ tt: ð9:100Þ

The value function for the individual’s decision problem is

VðB j
t�1;M

j
t�1Þ ¼ max log C

j
t þ b log

M
j
t

Pt

� k

2
ytð jÞ2 þ bVðB j

t ;M
j
t Þ

( )
;

where the maximization is subject to (9.100). Letting l denote the Lagrangian multi-

plier associate with the budget constraint, first-order conditions are

1

C
j
t

� lt ¼ 0 ð9:101Þ

b

M
j
t

þ bV2ðB j
t ;M

j
t Þ �

lt

Pt

¼ 0 ð9:102Þ

�kytð jÞ þ ltqytð jÞq�1ðCw
t Þ1�q ¼ 0 ð9:103Þ

bV1ðB j
t ;M

j
t Þ � lt ¼ 0 ð9:104Þ
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V1ðB j
t�1;M

j
t�1Þ ¼ ltRt�1 ð9:105Þ

V2ðB j
t�1;M

j
t�1Þ ¼

lt

Pt

: ð9:106Þ

There is also the transversality condition limi!y
Q i

k¼0 Rtþs�1ðB j
tþi þM

j
tþi=PtþiÞ ¼ 0.

These first-order conditions lead to the standard Euler condition for consumption

with log utility:

C
j
tþ1 ¼ bRtC

j
t ;

which is obtained using (9.101), (9.104), and (9.105). Equations (9.103) and (9.101)

imply that the optimal production level the individual chooses satisfies

ytð jÞ2�q ¼ q

k

ðCw
t Þ1�q

C
j
t

: ð9:107Þ

Equation (9.102) yields an expression for the real demand for money,

M
j
t

Pt

¼ bC
j
t

1þ it

it

� �
;

where ð1þ itÞ ¼ Rtþ1Ptþ1=Pt is the gross nominal rate of interest from period t to

tþ 1. This expression should look familiar from chapter 2.

9.7.2 The Small-Open-Economy Model

This appendix employs the method of undetermined coe‰cients to obtain the equi-

librium exchange rate and price level processes consistent with (9.49)–(9.57). The

equations of the model are repeated here, where the real exchange rate rt has been

replaced by st þ p�
t � pt, rt by r� � ðst þ p�

t � ptÞ þ Etðstþ1 þ p�
tþ1 � ptþ1Þ, it by

i�t þ Etstþ1 � st, and qt by pt þ ð1� hÞðst þ p�
t � ptÞ:

yt ¼ �b1ðst þ p�
t � ptÞ þ b2ðpt � Et�1ptÞ þ et ð9:108Þ

yt ¼ a1ðst þ p�
t � ptÞ � a2½r� � ðst þ p�

t � ptÞ þ Etðstþ1 þ p�
tþ1 � ptþ1Þ� þ ut ð9:109Þ

mt � ½pt þ ð1� hÞðst þ p�
t � ptÞ� ¼ yt � cði�t þ Etstþ1 � stÞ þ vt ð9:110Þ

mt ¼ mþmt�1 þ jt � gjt�1; 0a ga 1 ð9:111Þ

p�
t ¼ p� þ p�

t�1 þ ft: ð9:112Þ
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Substituting the aggregate demand relationship (9.109), the money supply process

(9.111), and the foreign price process (9.112) into the money demand equation (9.110)

yields, after some rearrangement,

A1pt þ A2st ¼ C0 þ mþmt�1 þ jt � gjt�1

� ð1� hþ a1Þðp�
t�1 þ ftÞ � a2Etptþ1

þ ða2 þ cÞEtstþ1 � ut � vt; ð9:113Þ
where A1 ¼ h� a1 � a2, A2 ¼ 1� hþ a1 þ a2 þ c > 0 and C0 ¼ ðcþ a2Þr� �
ð1� hþ a1 � a2 � cÞp�. In deriving (9.113), two additional results have been used:

from (9.112), Etp
�
tþ1 ¼ 2p� þ p�

t�1 þ ft, and i�t ¼ r� þ Etp
�
tþ1 � p�

t ¼ r� þ p�.
Using the aggregate supply and demand relationships (9.108) and (9.109),

B1pt þ B2st ¼ �b2Et�1pt þ a2ðEtstþ1 � Etptþ1Þ � ða1 þ b1Þp�

þ a2ðr� þ p�Þ þ et � ut � ða1 þ b1Þðp�
t�1 þ ftÞ; (9.114)

where B1 ¼ �ða1 þ a2 þ b1 þ b2Þ < 0, and B2 ¼ a1 þ a2 þ b1 > 0.

The state variables at time t are mt�1, p
�
t and the various random disturbances. To

rule out possible bubble solutions, follow McCallum (1983a) and hypothesize mini-

mum state variable solutions of the form:30

pt ¼ k0 þmt�1 þ k1p
�
t�1 þ k2jt þ k3jt�1 þ k4ut þ k5et þ k6vt þ k7ft

st ¼ d0 þmt�1 þ d1p
�
t�1 þ d2jt þ d3jt�1 þ d4ut þ d5et þ d6vt þ d7ft:

These imply

Et�1pt ¼ k0 þmt�1 þ k1p
�
t�1 þ k3jt�1

Etptþ1 ¼ k0 þmt þ k1p
�
t þ k3jt

¼ k0 þ mþmt�1 þ ð1þ k3Þjt � gjt�1 þ k1ðp� þ p�
t�1 þ ftÞ

and

Etstþ1 ¼ d0 þ mþmt�1 þ ð1þ d3Þjt � gjt�1 þ d1ðp� þ p�
t�1 þ ftÞ:

30. The coe‰cient on mt�1 is set equal to 1 in these trial solutions. It is easy to verify that this assumption
is in fact correct.
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These expressions for pt and st, together with those for the various expectations of

p and s, can be substituted into (9.113) and (9.114). These then yield a pair of equa-

tions that must be satisfied by each pair ðki; diÞ. For example, the coe‰cients on p�
t�1

in (9.113) and (9.114) must satisfy

A1k1 þ A2d1 ¼ �ð1� hþ a1Þ � a2k1 þ ða2 þ cÞd1
and

B1k1 þ B2d1 ¼ a2ðd1 � k1Þ � b2k1 � ða1 þ b1Þ:
Using the definitions of Ai and Bi to cancel terms, the second equation implies that

d1 ¼ k1 � 1. Substituting this into the first equation yields k1 ¼ 0. Therefore, the so-

lution pair is ðk1; d1Þ ¼ ð0; 1Þ. Repeating this process yields the values for ðki; diÞ
reported in (9.58) and (9.59).

9.8 Problems

1. Suppose mt ¼ m0 þ gmt�1 and m�
t ¼ m�

0 þ g�m�
t�1. Use (9.24) to show how the be-

havior of the nominal exchange rate under flexible prices depends on the degree of

serial correlation exhibited by the home and foreign money supplies.

2. In the model of section 9.3 used to study policy coordination, aggregate demand

shocks were set equal to zero in order to focus on a common aggregate supply shock.

Suppose instead that the aggregate supply shocks are zero, and the demand shocks

are given by u1 xþ f and u� 1 xþ f�, so that x represents a common demand

shock and f and f� are uncorrelated country-specific demand shocks. Derive policy

outcomes under coordinated and (Nash) noncoordinated policy setting. Is there a

role for policy coordination in the face of demand shocks? Explain.

3. Continuing with the same model as in the previous question, how are real interest

rates a¤ected by a common aggregate demand shock?

4. Policy coordination with asymmetric supply shocks. Continuing with the same

model as in the previous two questions, assume that there are no demand shocks

but that the supply shocks e and e� are uncorrelated. Derive policy outcomes under

coordinated and uncoordinated policy settings. Does coordination or noncoordina-

tion lead to a greater inflation response to supply shocks? Explain.

5. Assume that the home country policymaker acts as a Stackelberg leader and

recognizes that foreign inflation will be given by (9.47). How does this change in the

nature of the strategic interaction a¤ect the home country’s response to distur-

bances?

6. In a small open economy with perfectly flexible nominal wages, the text showed

that the real exchange rate and domestic price level were given by
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rt ¼
Xy
i¼0

d iEt

a2r
�
tþi þ etþi � utþi

a1 þ a2 þ b1

� �
and

pt ¼ 1

1þ c

� �Xy
i¼0

c

1þ c

� �i
Etðmtþi � ztþi � vtþiÞ;

where ztþi 1 ytþi þ ð1� hÞrtþi � crtþi: Assume that r� ¼ 0 for all t and that e, u, and

zþ v all follow first-order autoregressive processes (e.g., et ¼ reet�1 þ xe; t for xe
white noise). Let the nominal money supply be given by

mt ¼ g1et�1 þ g2ut�1 þ g3ðzt�1 þ vt�1Þ:
Find equilibrium expressions for the real exchange rate, the nominal exchange rate,

and the consumer price index. What values of the parameters g1, g2, and g3 minimize

fluctuations in st? in qt? in rt? Are there any conflicts between stabilizing the ex-

change rate (real or nominal) and stabilizing the consumer price index?

7. Equation (9.42) for the equilibrium real exchange rate in the two-country model

of section 9.3.1 takes the form rt ¼ AEtrtþ1 þ vt. Suppose vt ¼ gvt�1 þ ct, where ct

is a mean zero white noise process. Suppose the solution for rt is of the form rt ¼ bvt.

Find the value of b. How does it depend on g?

8. Section 9.5.1 demonstrated how a simple open-economy model with nominal

price stickiness could be expressed in a form that paralleled the closed-economy new

Keynesian model of chapter 8. Would this same conclusion result in a model of

sticky wages with flexible prices? What if both wages and prices were sticky?

9. McCallum and Nelson (2000a) proposed a new Keynesian open-economy model

in which imported goods are only used as inputs into the production of the domestic

good and households consumer only the domestically produced good. If et is the

nominal exchange rate, and st is the real exchange rate, the model can be summa-

rized by the following equations:

ct ¼ Etctþ1 � b1½Rt � Etptþ1 � rt�
imt ¼ yt � sst

ept ¼ y�
t þ s�st

st ¼ et � pt þ p�
t

Rt ¼ R�
t þ Etetþ1 � et;
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yt ¼ ð1� aÞðnt þ etÞ þ aimt

pt ¼ bEtptþ1 þ kxt;

where imt denotes imports, ept denotes exports, and all variables are expressed rela-

tive to their flexible-price equivalents. Foreign variables are denoted by �. The linear-
ized production function is

yt ¼ ð1� aÞðnt þ etÞ þ aimt;

and the goods market equilibrium condition takes the form

yt ¼ o1ct þ o2gt þ o3ept:

Show that this open-economy model can be reduced to two equations corresponding

to the IS relationship and the Phillips curve that, when combined with a specification

of monetary policy, could be solved for the equilibrium output gap and inflation rate.

How does the interest elasticity of the output gap depend on the openness of the

economy?

10. Assume the utility function of the representative household in a small open econ-

omy is

U ¼ E0

Xy
t¼0

b t lnðCtÞ � N
1þh
t

1þ h
þ am

1� gm

Mt

Pt

� �1�gm
( )

;

where C is total consumption, N is labor supply, and M=P is real money holdings.

Ct is defined by (9.61), and utility is maximized subject to the sequence of constraints

given by

PtCt þMt þ et
1

1þ i�t
B�
t þ

1

1þ it
Bt aWtNt þMt�1 þ etB

�
t�1 þ Bt�1 þPt � tt:

Let Ph
t ðP f

t Þ be the average price of domestic- (foreign-) produced consumption

goods.

a. Derive the first-order conditions for the household’s problem.

b. Show that the choice of home-produced consumption goods relative to foreign-

produced consumption goods depends on the terms of trade. Why is it not a function

of the real exchange rate?

c. Derive an expression for the price index Pt.

11. Using the first-order conditions derived in question 10a, derive the Euler equa-

tions and obtain the uncovered interest rate parity condition. Can you provide eco-

nomic intuition to explain this equation.

9.8 Problems 451





10 Financial Markets and Monetary Policy

10.1 Introduction

Central banks in the major industrialized economies implement policy by intervening

in the money market to achieve a target level for a short-term interest rate.1 The

focus in this chapter is on the role of financial markets and the linkages between the

interest rate a¤ected directly by monetary policy and the broad range of market in-

terest rates and credit conditions that a¤ect investment and consumption spending.

After consideration of price level determinacy and liquidity traps in section 10.2,

the term structure of interest rates and the relationship between short-term and long-

term interest rates are discussed in section 10.3. Recent work has linked the term

structure models commonly used in the finance literature to the types of macroeco-

nomic models commonly used to investigate monetary policy issues. These models

are the topic of section 10.4. If, however, credit markets are imperfect, interest rates

(i.e., prices) may not be su‰cient to capture the impact of monetary policy on the

economy. Instead, there may be credit e¤ects that arise when frictions are present in

financial markets. Section 10.5 examines these frictions and their implications for

macroeconomic equilibrium and the impact of monetary policy. Section 10.6 con-

cludes by providing a brief review of the evidence on whether credit matters.

10.2 Interest Rates and Monetary Policy

This section explores three issues: (1) the connection between interest rate policies

and price level determinacy (in chapter 8, the new Keynesian model was used to ex-

plore issues of determinacy, but this related to the existence of a unique rational-

expectations equilibrium for the inflation rate, not the price level); (2) interest rate

policies in flexible-price general equilibrium models; and (3) the implications of li-

quidity traps.

1. Monetary policy operating procedures are discussed in chapter 11.



10.2.1 Interest Rate Rules and the Price Level

Monetary policy can a¤ect nominal rates, both in the short run and in the long run,

but the Fisher relationship links the real rate, expected inflation, and the nominal

rate of interest. Targets for nominal interest rates and inflation cannot be indepen-

dently chosen, and controlling the nominal interest rate has important implications

for the behavior of the aggregate price level.

In section 6.2.1, a simple model with one-period sticky wages was developed that

could be expressed in the following form:

yt ¼ yc þ aðpt � Et�1ptÞ þ et ð10:1Þ
yt ¼ a0 � a1rt þ ut ð10:2Þ
mt � pt ¼ yt � cit þ vt ð10:3Þ
it ¼ rt þ ðEtptþ1 � ptÞ; ð10:4Þ
where y, m, and p are the natural logs of output, the money stock, and the price

level, and r and i are the real and nominal rates of interest. Although central banks

may closely control the nominal rate i, it is the expected real rate of interest r that

influences consumption and investment decisions and therefore aggregate demand.2

This distinction has important implications for the feasibility of an interest targeting

rule.

Suppose that the central bank conducts policy by pegging the nominal interest rate

at some targeted value:

it ¼ iT : ð10:5Þ
Under an interest rate peg, the basic aggregate demand and supply system given by

(10.1), (10.2), and (10.4) become

yt ¼ yc þ aðpt � Et�1ptÞ þ et ð10:6Þ
yt ¼ a0 � a1rt þ ut ð10:7Þ

iT ¼ rt þ ðEtptþ1 � ptÞ: ð10:8Þ
The money demand equation, (10.3), is no longer relevant because the central bank

must allow the nominal money stock to adjust to the level of money demand at the

targeted interest rate and the equilibrium level of output.

2. Term structure considerations are postponed until section 10.3.
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Note that the price level only appears in the form of an expectation error (i.e., as

pt � Et�1pt in the aggregate supply equation) or as an expected rate of change (i.e.,

as Etptþ1 � pt in the Fisher equation). This structure implies that the price level is in-

determinate. That is, if the sequence fp�
tþigyi¼0 is an equilibrium, so is any sequence

f p̂ptþigyi¼0 where p̂p di¤ers from p� by any constant k: p̂pt ¼ p�
t þ k for all t. Since k is

an arbitrary constant, p�
t � Et�1p

�
t ¼ p̂pt � Et�1 p̂pt; hence, yt is the same under either

price sequence. From (10.7), the equilibrium real interest rate is equal to ða0 � yt þ
utÞ=a1, so it too is the same. With expected inflation the same under either price se-

quence, the only restriction on the price path is that the expected rate of inflation be

such that iT ¼ ða0 � yt þ utÞ=a1 þ Etp
�
tþ1 � p�

t .

The indeterminacy of the price level is perhaps even more apparent if (10.6)–(10.8)

are rewritten explicitly in terms of the rate of inflation. By adding apt�1 and subtract-

ing it from the supply function, the equilibrium conditions become

yt ¼ yc þ aðpt � Et�1ptÞ þ et

yt ¼ a0 � a1rt þ ut

iT ¼ rt þ Etptþ1:

These three equations can be solved for output, the real rate of interest, and the rate

of inflation. Since the price level does not appear, it is formally indeterminate.3 In a

forward-looking model, an interest rate peg would also leave the inflation rate inde-

terminate (see chapter 8).

As stressed by McCallum (1986), the issue of indeterminacy di¤ers from the prob-

lem of multiple equilibria. The latter involves situations in which multiple equilib-

rium price paths are consistent with a given path for the nominal supply of money.

One example of such a multiplicity of equilibria is the model of hyperinflation stud-

ied in chapter 4. With indeterminacy, neither the price level nor the nominal supply

of money is determined by the equilibrium conditions of the model. If the demand

for real money balances is given by (10.3), then the price sequence p� is associated

with the sequence m�
t ¼ p�

t þ yt � ciTt þ vt, while p̂p is associated with m̂mt ¼ p̂pt þ
yt � ciTt þ vt ¼ m� þ k. The price sequences p� and p̂p will be associated with di¤er-

ent paths for the nominal money stock.

Intuitively, if all agents expect the price level to be 10 percent higher permanently,

such an expectation is completely self-fulfilling. To peg the nominal rate of interest,

3. Employing McCallum’s (1983a) minimum state solution method, the equilibrium inflation rate is
pt ¼ i T þ ðyc � a0Þ=a1 þ ðut � etÞ=a when u and e are serially uncorrelated and the target nominal interest
rate is expected to remain constant. In this case, Etptþ1 ¼ i T þ ðyc � a0Þ=a1, so permanent changes in the
target rate i T do not a¤ect the real interest rate: rt ¼ i T � Etptþ1 ¼ �ðyc � a0Þ=a1.
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the central bank simply lets the nominal money supply jump by 10 percent. This

stands in contrast to the case in which the central bank controls the nominal quantity

of money; a jump of 10 percent in the price level would reduce the real quantity of

money, thereby disturbing the initial equilibrium. Under a rule such as (10.5), which

has the policymaker pegging the nominal interest rate, the central bank lets the

nominal quantity of money adjust as the price level does, leaving the real quantity

unchanged.4

Price level indeterminacy is often noted as a potential problem with pure interest

rate pegs; if private agents don’t care about the absolute price level—and under

pure interest rate control, neither does the central bank—nothing pins down the

price level. Simply pegging the nominal interest rate does not provide a nominal

anchor to pin down the price level. However, this problem will not arise if the central

bank’s behavior does depend on a nominal quantity such as the nominal money

supply.

For example, suppose the nominal money supply (or a narrow reserve aggregate)

is the actual instrument used to a¤ect control of the interest rate, and assume it is

adjusted in response to interest rate movements (Canzoneri, Henderson, and Rogo¤

1983; McCallum 1986):

mt ¼ m0 þmt�1 þ mðit � iTÞ: ð10:9Þ

Under this policy rule, the monetary authority adjusts the nominal money supply

growth rate, mt �mt�1, in response to deviations of the nominal interest rate from

its target value. If it fluctuates randomly around the target iT , then the average rate

of money growth will be m0. As m ! y, the variance of the nominal rate around the

targeted value iT will shrink to zero, but the price level can remain determinate (see

problem 1 at the end of this chapter).

The nominal money stock is Ið1Þ under the policy rule given by (10.9). That is, mt

is nonstationary and integrated of order 1. This property of m causes the price level

to be nonstationary also.5 One implication is that the error variance of price level

forecasts increases with the forecast horizon.

As McCallum (1986) demonstrated, a di¤erent equilibrium describing the stochas-

tic behavior of the nominal interest rate and the price level is obtained if the money

supply process takes the trend stationary form

mt ¼ m 0 þ m0tþ mðit � iTÞ ð10:10Þ

4. See Patinkin (1965) for an early discussion of price level indeterminacy and Schmitt-Grohé and Uribe
(2000a) for a more recent discussion.

5. In contrast, the nominal interest rate is stationary because both the real rate of interest and the inflation
rate (and therefore expected inflation) are stationary.
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even though (10.10) and (10.9) both imply that the average growth rate of money will

equal m0 (see problem 2). With the money supply process (10.10), the equilibrium

price level is trend stationary, and the forecast error variance does not increase with-

out limit as the forecast horizon increases.

It is not surprising that (10.9) and (10.10) lead to di¤erent solutions for the price

level. Under (10.9), the nominal money supply is a nontrend stationary process; ran-

dom target misses have permanent e¤ects on the future level of the money supply

and therefore on the future price level. In contrast, (10.10) implies that the nominal

money supply is trend stationary. Deviations of money from the deterministic growth

path m 0 þ m0t are temporary, so the price level is also trend stationary.

This discussion leads to two conclusions. First, monetary policy can be imple-

mented to reduce fluctuations in the nominal interest rate without leading to price

level indeterminacy. Canzoneri, Henderson, and Rogo¤ (1983) and McCallum

(1986) showed that by adjusting the money supply aggressively in response to interest

rate movements, a central bank can reduce the variance of the nominal rate around

its target level while leaving the price level determinate. However, the level at which

the nominal rate can be set is determined by the growth rate of the nominal money

supply because the latter equals the expected rate of inflation. The choice of m0 deter-

mines the feasible value of iT (or equivalently, the choice of iT determines m0). Tar-

gets for the nominal interest rate and rate of inflation cannot be independently

determined.

Second, the underlying behavior of the nominal money supply is not uniquely de-

termined by the assumption that the nominal rate is to be fixed at iT ; this target can

be achieved with di¤erent money supply processes. And the di¤erent processes for m

will lead to di¤erent behaviors of the price level. A complete description of policy,

even under a nominal interest rate targeting policy, requires a specification of the un-

derlying money supply process.

10.2.2 Interest Rate Policies in General Equilibrium

The analysis in the previous section employed a model that was not derived directly

from the assumption of optimizing behavior on the part of the agents in the econ-

omy. Among authors employing general equilibrium representative agent models to

study interest rate policies are Carlstrom and Fuerst (1995; 1997) and Woodford

(1999b). Carlstrom and Fuerst addressed welfare issues associated with interest rate

policies. They employed a cash-in-advance (CIA) framework in which consump-

tion must be financed from nominal money balances. As noted in chapter 3, a posi-

tive nominal interest rate represents a distorting tax on consumption, a¤ecting the

household’s choice between cash goods (i.e., consumption) and credit goods (i.e., in-

vestment and leisure). Introducing one-period price stickiness into their model, Carl-

strom and Fuerst (1997) concluded that a constant nominal interest rate eliminates
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the distortion on capital accumulation, an interest rate peg Pareto-dominates a fixed

money rule, and for any interest rate peg, there exists a money growth process that

replicates the real equilibrium in the flexible-price version of their model. That is, an

appropriate movement in the nominal money growth rate can undo the e¤ects of the

one-period price stickiness.

To illustrate the basic issues in a simple manner, consider the following five equi-

librium conditions for a basic CIA economy with a positive nominal interest rate:

uc; t

1þ it
¼ bEtRt

uc; tþ1

1þ itþ1

� �
ul; t

uc; t
¼ MPLt

1þ it

Rt ¼ 1þ EtðMPKtþ1Þ

mt ¼ Mt

Pt

¼ ct

1þ itþ1 ¼ Et

RtPtþ1

Pt

� �
;

where uc; t is the marginal utility of consumption at time t, b is the subjective rate of

time preference, Rt is 1 plus the real rate of return, ul; t is the marginal utility of lei-

sure at time t, it is the nominal interest rate, MPLt ðMPKtÞ is the marginal product

of labor (capital), Pt is the price level, and mt is the level of real money balances. The

first of these five equations can be derived from a basic CIA model by recalling that

uc; t ¼ ð1þ itÞlt, where lt is the time t marginal value of wealth. (This assumes asset

markets open before goods markets; see chapter 3.) Since lt ¼ bEtRtltþ1 (see (3.26)),

it follows that uc; t=ð1þ itÞ ¼ lt ¼ bEtRtuc; tþ1=ð1þ itþ1Þ. The second equation

equates the marginal rate of substitution between leisure and wealth to the marginal

product of labor, again using the result that lt ¼ uc; t=ð1þ itÞ. The third equation is

the definition of the real return on capital. The fourth equation is the binding CIA

constraint that determines the demand for money as a function of the level of con-

sumption. The final equation is simply the Fisher relationship linking nominal and

real returns. The fourth and fifth equations of this system, as Woodford (1999b)

emphasized, are traditionally interpreted as determining the price level and the nom-

inal interest rate for an exogenous nominal money supply process. The model could

be completed by adding the production function and the economywide resource

constraint.

Rebelo and Xie (1999) argued that this CIA economy will replicate the behavior of

a nonmonetary real economy under any nominal interest rate peg. To demonstrate
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the conditions under which their result holds, assume that the nominal interest rate is

pegged at a value { for all t. Under an interest rate peg, the first two equations of the

basic CIA model become

uc; t

1þ {
¼ bEtRt

uc; t

1þ {

� �
) uc; t ¼ bEtRtuc; tþ1

and

ul; t

uc; t
¼ MPLt

1þ {
:

The Euler condition is now identical to the form obtained in a real, nonmonetary

economy, an economy not facing a CIA constraint.6 The level at which the nominal

interest rate is pegged only appears in the labor market equilibrium condition. Thus,

Rebelo and Xie concluded that if labor supply is inelastic, the equilibrium with an

interest rate peg is the same as the equilibrium in the corresponding nonmonetary

real economy. Any equilibrium of the purely real economy can be achieved by a

CIA model with a nominal interest rate peg if labor supply is inelastic. If labor sup-

ply is elastic, however, the choice of { does have e¤ects on the real equilibrium.

Under an interest rate peg, the price level process must satisfy

Et

RtPtþ1

Pt

� �
¼ 1þ {;

and the nominal money supply must satisfy

Mt ¼ Ptct:

These requirements do not, however, uniquely determine the nominal money supply

process. For example, suppose the utility of consumption is ln ct. Then uc; t ¼ 1=ct,

and the Euler condition under an interest rate peg can be written as

1

ct
¼ Pt

Mt

¼ bEtRt

Ptþ1

Mtþ1

� �
:

Rearranging this equation yields

1 ¼ bEtRt

Ptþ1

Pt

Mt

Mtþ1

� �
:

6. If output follows an exogenous process and all output is perishable, equilibrium requires that ct equal
output; the Euler condition then determines the real rate of return.
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If this equation is linearized around the steady state, one obtains

rt þ Etptþ1 � Etmtþ1 ¼ {� Etmtþ1 ¼ 0;

where Etmtþ1 is the expected growth rate of money. In this formulation, while real

money balances are determined ðmt ¼ ctÞ, there are many nominal money supply

processes consistent with equilibrium, as long as they all generate the same expected

rate of nominal money growth.

The price level is indeterminate under such an interest rate–pegging policy (see sec-

tion 10.2.1). However, assuming that Pt is predetermined because of price level sticki-

ness still allows the money demand equation and the Fisher equation to determine

Ptþ1 and mt (and so the implied nominal supply of money) without a¤ecting the real

equilibrium determined by the Euler condition. In that sense, Carlstrom and Fuerst

(1997) concluded that there exists a path for the nominal money supply in the face of

price stickiness that leads to the same real equilibrium under an interest rate peg as

would occur with a flexible price level.

Carlstrom and Fuerst (1995) provided some simulation evidence to suggest that

nominal interest rate pegs dominate constant money growth rate policies. While this

suggests that a constant nominal interest rate peg is desirable within the context of

their model, Carlstrom and Fuerst did not explicitly derive the optimal policy. In-

stead, their argument was based on quite di¤erent grounds than the traditional Poole

(1970) argument for an interest rate–oriented policy.7 In Poole’s analysis, stabilizing

the interest rate served to insulate the real economy from purely financial distur-

bances. In contrast, Carlstrom and Fuerst appealed to standard tax-smoothing argu-

ments to speculate, based on intertemporal tax considerations, that an interest rate

peg might be optimal (see chapter 4).

The tax-smoothing argument for an interest rate peg is suggestive, but it is unlikely

to be robust in the face of financial market disturbances. For example, in an analysis

of optimal policy defined as money growth rate control, Ireland (1996) introduced

a stochastic velocity shock by assuming the CIA constraint applies to only a time-

varying fraction vt of all consumption. In this case, the CIA constraint takes the

form Ptvtct aQt, where Qt is the nominal quantity out of which cash goods must be

purchased. It is straightforward to show that the Euler condition must be modified in

this case to become

ucðctÞ
1þ vtit

¼ bEtRt

ucðctþ1Þ
1þ vtþ1itþ1

� �
:

7. See chapter 11 for a discussion of Poole’s analysis of the choice of monetary policy operating proce-
dures.
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If vt 1 1, the case considered by Carlstrom and Fuerst is obtained. If vt is random,

eliminating the intertemporal distortion requires that vtit be pegged and that the

nominal interest rate vary over time to o¤set the stochastic fluctuations in vt. The

introduction of a stochastic velocity disturbance suggests that an interest rate peg

would not be optimal.

10.2.3 Liquidity Traps

In a standard money-in-the-utility function (MIU) model, the Euler condition and

the Fisher equation can be combined and written as uc; t=ð1þ itÞ ¼ bEtPtuc; tþ1=Ptþ1

or, in the absence of uncertainty,

Ptð1þ itÞ
Ptþ1

¼ uc; t

buc; tþ1
1 zt: ð10:11Þ

Following Woodford (2000), an interest rate policy can be written as

1þ it ¼ fðPt; ztÞ:
The function fðPt; ztÞ specifies the setting for the policy instrument (the nominal rate

it) as a function of the current price level and the variable zt, which captures the real

factors that determine the marginal utility of consumption. Woodford labels policies

of this form Wicksellian policies. Under such a policy, equilibrium, if it exists, is a

sequence for the price level that satisfies (10.11). Using the policy rule in (10.11),

this equilibrium condition becomes

PtfðPt; ztÞ ¼ Ptþ1zt: ð10:12Þ
Equilibrium conditions such as (10.12) were used to illustrate how a monetary

economy may have multiple equilibria (see chapters 2 and 4). The nominal quantity

of money was assumed to be fixed, and it was demonstrated that there existed multi-

ple price paths consistent with equilibrium. Suppose P� is the stationary solution

to (10.12): P�fðP�; zÞ ¼ P�z, where, for simplicity, zt is treated as constant. Initial

price levels greater than P� are consistent with a perfect-foresight equilibrium. Along

price paths originating above P�, hyperinflations occurred, with real money balances

shrinking toward zero. These equilibrium paths involve rising inflation and an in-

creasing nominal interest rate. Because the opportunity cost of holding money rises,

the demand for real money balances falls, so that equilibrium between money de-

mand and supply is maintained.

When the price path originates at a value less than P�, the argument was made

that such price paths, involving explosive deflations, could be ruled out as perfect-

foresight equilibria. With real money balances going to infinity, the transversality

condition for the representative agent’s optimization problem would eventually be

violated (see section 2.2.1).
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Benhabib, Schmitt-Grohé, and Uribe (2001a; 2001b; 2002) and Schmitt-Grohé,

and Uribe (2000b) argued that deflationary paths originating from initial price levels

less than P� cannot be ruled out. Their argument was based on the observation that

the nominal rate of interest cannot fall below zero. Explosive deflations would even-

tually force the nominal interest rate to zero, but the nominal rate is then prevented

from falling further. They argued that simple and seemingly reasonable monetary

policy rules, rules that follow the Taylor principle and change the nominal interest

rate more than one-for-one in response to changes in inflation (see chapter 8) may

actually lead to macroeconomic instability that would force the economy into a li-

quidity trap—a situation of zero nominal interest rates.

To illustrate this possibility, rewrite the equilibrium condition (10.11) as

1þ it ¼ Ptþ1

Pt

� �
z;

where the real factors summarized by z that determine the real interest rate are

taken to be constant. Taking logs of both sides, this equilibrium relationship can be

approximated by

it ¼ ptþ1 þ logðzÞ:
Now suppose the central bank follows an interest rate rule of the form

it ¼ r� þ p� þ dðpt � p�Þ; ð10:13Þ
where p� is the central bank’s target inflation rate and r� 1 logðzÞ is the equilibrium

rate rate. This policy rule can be viewed as a simple form of the Taylor rule. The

Taylor principle calls for ensuring that the nominal interest rate responds more than

one-for-one to changes in inflation: d > 1.

If these two equations are combined, the equilibrium process for the inflation rate

becomes

ptþ1 ¼ p� þ dðpt � p�Þ;
which is unstable for d > 1, that is, for policy rules following the Taylor principle.

The dynamics of the model are illustrated in figure 10.1. A stationary equilibrium

exists with inflation equal to p�. However, for inflation rates that start out below

the target rate p�, p declines. If the rate of deflation is bounded below by the zero

bound on nominal interest rates, however, the economy converges to a zero nominal

rate liquidity trap. The resulting equilibrium at p�� is stable.
This simple example has expected future inflation depend on current inflation

through the assumed policy rule. Standard stability arguments in the presence of
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forward-looking jump variables rely on notions of saddle-path stability in which the

inflation rate would jump to put the economy on a stable path converging to the

unique stationary steady state. In the present context, this would involve current

inflation jumping immediately to equal p�, the unique value consistent with a station-

ary equilibrium. That is, the only perfect-foresight stationary equilibrium in a neigh-

borhood of p� is that associated with inflation equal to the target rate p�. In contrast,

in a neighborhood around the deflationary equilibrium p��, there are many equilib-

rium paths consistent with a perfect-foresight equilibrium. Given this nonuniqueness

or indeterminacy, sunspot equilibria are possible. If inflation starts out just to the left

of p�, the central bank cuts the nominal rate in an attempt to lower the real rate and

stimulate the economy. But instead, this policy reaction simply generates expecta-

tions of lower inflation, causing actual inflation to decline further. Expressed in terms

of the quantity of money, the lower nominal rate increases the demand for real

money balances, forcing a fall in the price level and pushing the economy into a de-

flationary equilibrium.

Solutions

How can the economy get out of a liquidity trap? First, it is worth noting that, in

general, optimal monetary policy in the absence of nominal rigidities requires that

Figure 10.1
Dynamics of a liquidity trap.
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the nominal interest rate equal zero. Rather than being a bad outcome, converging to

a zero nominal interest rate is optimal because it eliminates the wedge between the

private and social opportunity costs of money. If, however, for reasons not specified

in the simple model used here, the liquidity trap equilibrium is a bad outcome, then

one must question the assumption that the policymaker follows an ad hoc nonopti-

mal decision rule such as (10.13).

Suggestions for getting out of a liquidity trap have involved both fiscal and mone-

tary policies. Suppose fiscal policy is non-Ricardian.8 The government could promise

to run huge deficits whenever the inflation rate gets too low (Benhabib, Schmitt-

Grohé, and Uribe 2002). According to the fiscal theory of the price level, this action,

by increasing the government’s total stock of nominal debt, would increase the equi-

librium price level. This policy would rule out the low-inflation equilibrium by pro-

ducing expectations of higher inflation whenever inflation becomes too low.

Ireland (2001b) departed from the standard representative agent framework to

show that a traditional real balance e¤ect can eliminate liquidity traps.9 In his model,

there are two overlapping generations. In the liquidity trap, nominal interest rates are

zero, and the demand for real money balances is indeterminate. As a consequence,

variations in the nominal stock of money may not a¤ect the price level—there is a

real indeterminacy (of real money balances). However, in a steady state with a zero

nominal interest rate, prices are falling, so the nominal stock of money must also de-

cline to keep real balances constant. This requires taxing the young to reduce the

money supply. With population growth, Ricardian equivalence does not hold. The

future taxes necessary to reduce M will be paid, in part, by future generations, so

the present discounted value of these taxes to the current generation is less than the

value of their money holdings. In this environment, money is wealth, and aggregate

demand depends on the real stock of money. This uniquely determines the level of

real balances in equilibrium. But if M=P is uniquely determined, then varying M

must always a¤ect P, even in the liquidity trap.

If the central bank can conduct open market operations in an asset that is an im-

perfect substitute for money, monetary policy can still a¤ect inflation, even in a li-

quidity trap. McCallum (2000) and Svensson (2001), for example, argued that a

central bank can generate inflation by depreciating its currency, and Goodfriend

(2000) considered the e¤ects of open market operations in long-term bonds. By in-

creasing the equilibrium price level, and thereby causing private agents to expect a

positive rate of inflation, such policies can prevent nominal interest rates from falling

to zero.

8. Under a non-Ricardian fiscal policy, the government’s intertemporal budget constraint holds only at the
equilibrium price level (see chapter 4).

9. See also McCallum (2000).
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Our simple model used to illutrate a liquidity trap ignored the real side of the econ-

omy. In practice, the zero lower bound on the nominal interest rate can create serious

problems when the equilibrium real interest rate becomes negative. Since the real in-

terest rate is it � Etptþ1, if the nominal interest rate set by the central bank has been

reduced to zero, expectations of deflation act to raise the real interest. When the cen-

tral bank has an explicit (positive) target for inflation as under an inflation targeting

regime, the likelihood that the public will expected deflation may be reduced. Price

level targeting may be even more e¤ective, since under such a policy any actual fall

in the price level must be o¤set by above average inflation to bring the price level

back to target. In this way, a regime of price level targeting may generate higher

expectations of future inflation, thereby lowering the real interest rate even when the

current policy rate is at zero. Price level targeting was analyzed by Svensson (1999d)

and Vestin (2006).10 Eggertsson and Woodford (2003) empahsized the importance of

commitments to future policies and found that a history-dependent price level target-

ing rule can implement optimal policy even in a liquidity trap.

10.3 The Term Structure of Interest Rates

The distinction between real and nominal rates of interest is critical for understand-

ing monetary policy issues, but another important distinction is that between short-

term and long-term interest rates. Changes in the short-term interest rate that serves

as the operational target for implementing monetary policy will a¤ect aggregate

spending decisions only if longer-term real rates of interest are a¤ected. While the

use of an interest rate–oriented policy reduces the importance of money demand in

the transmission of policy actions to the real economy, it raises to prominence the

role played by the term structure of interest rates.

The exposition here builds on the expectations theory of the term structure. For a

systematic discussion of the theory of the term structure, see Cox, Ingersoll, and Ross

(1985); Shiller (1990); or Campbell and Shiller (1991). Under the expectations hy-

pothesis of the term structure, long-term nominal interest rates depend on expecta-

tions of future nominal short-term interest rates. These future short-term rates will

be functions of monetary policy, so expectations about future policy play an impor-

tant role in determining the shape of the term structure.

10.3.1 The Expectations Theory of the Term Structure

Under the expectations theory of the term structure, the n-period interest rate equals

an average of the current short-term rate and the future short-term rates expected to

10. See section 8.4.6, for an analysis of alternative targeting regimes in new Keynesian models.
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hold over the n-period horizon. For example, if in; t is the nominal yield to maturity

at time t on an n-period discount bond, and it is the one-period rate, the pure expec-

tations hypothesis in the absence of uncertainty would imply that11

ð1þ in; tÞn ¼
Yn�1

i¼0

ð1þ itþiÞ:

This condition ensures that the holding period yield on the n-period bond is equal to

the yield from holding a sequence of one-period bonds. Taking logs of both sides and

recalling that lnð1þ xÞAx for small x yields a common approximation:

in; t ¼ 1

n

Xn�1

i¼0

itþi:

Since an n-period bond becomes an n� 1 period bond after one period, these two

relationships can also be written as

ð1þ in; tÞn ¼ ð1þ itÞð1þ in�1; tþ1Þn�1

and

in; t ¼ 1

n

� �
it þ n� 1

n

� �
in�1; tþ1:

These conditions will not hold exactly under conditions of uncertainty for two rea-

sons. First, if risk-neutral investors equate expected one-period returns, then the

one-period rate 1þ it will equal Etð1þ in; tÞn=ð1þ in�1; tþ1Þn�1, which, from Jensen’s

inequality, is not the same as ð1þ in; tÞn ¼ ð1þ itÞEtð1þ in�1; tþ1Þn�1.12 Second, Jen-

sen’s inequality implies that ln Etð1þ in�1; tþ1Þ is not the same as Et lnð1þ in�1; tþ1Þ.
These two issues are ignored, however, to illustrate the basic linkages between

the term structure of interest rates and monetary policy. It is su‰cient to sim-

plify further by dealing only with one- and two-period interest rates. Letting It 1 i2; t
be the two-period rate (the long-term interest rate), the term structure equation

becomes

ð1þ ItÞ2 ¼ ð1þ itÞð1þ Etitþ1Þ; ð10:14Þ

11. A constant risk premium could easily be incorporated. A time-varying risk premium is added to the
analysis in section 10.3.2.

12. Suppose Pn; t is the time t price of an n-period discount bond. Then P�1
n; t ¼ ð1þ in; tÞn. Since at time

tþ 1 this becomes an n� 1 period bond, the one-period gross return is

EtPn�1; tþ1=Pn; t ¼ Etð1þ in; tÞn=ð1þ in�1; tÞn�1:
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and this is approximated as

It ¼ 1

2
ðit þ Etitþ1Þ: ð10:15Þ

The critical implication of this relationship for monetary policy is that the current

structure of interest rates will depend on current short-term rates and on market

expectations of future short rates. Since the short rate is a¤ected by monetary policy,

It will depend on expectations about future policy.

The one-period ahead forward rate is defined as

f 1t ¼ ð1þ ItÞ2
1þ it

� 1:

If the pure expectations hypothesis of the term structure holds, (10.14) implies that

f 1t is equal to the market’s expectation of the future one-period rate. Hence, forward

rates derived from the term structure are often used to gain information on expec-

tations of future interest rates (see Dahlquist and Svensson 1996; Söderlind and

Svensson 1997; Rudebusch 2002b).

Equation (10.15) has a direct and testable empirical implication. Subtracting it
from both sides, the equation can be rewritten as

It � it ¼ 1

2
ðEtitþ1 � itÞ:

If the current two-period rate is greater than the one-period rate (i.e., It � it > 0),

then agents must expect the one-period rate to rise ðEtitþ1 > itÞ. Because one can al-

ways write itþ1 ¼ Etitþ1 þ ðitþ1 � Etitþ1Þ, it follows that

1

2
ðitþ1 � itÞ ¼ It � it þ 1

2
ðitþ1 � Etitþ1Þ

¼ aþ bðIt � itÞ þ ytþ1; ð10:16Þ
where a ¼ 0, b ¼ 1, and ytþ1 ¼ 1

2 ðitþ1 � Etitþ1Þ is the error the private sector makes

in forecasting the future short-term interest rate. Under the assumption of rational

expectations, ytþ1 will be uncorrelated with information available at time t. In this

case, (10.16) forms a regression equation that can be estimated consistently by least-

squares. Unfortunately, estimates of such equations usually reject the joint hypothe-

sis that a ¼ 0 and b ¼ 1, generally obtaining point estimates of b significantly less

than 1. Some of this empirical evidence is summarized in Rudebusch (1995, table 1)

and McCallum (1994b, table 1). In section 10.3.2, the observed relationship between
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long and short rates, as well as the way in which interest rates react to monetary pol-

icy, is shown to depend on the manner in which policy is conducted.

10.3.2 Policy and the Term Structure

In this section, a simple model illustrates how the behavior of nominal interest rates

depends on the money supply process. Consider the following model:

Rt ¼ qt ð10:17Þ

Rt ¼ 1

2
½it � Etptþ1 þ Etðitþ1 � ptþ2Þ� ð10:18Þ

mt � pt ¼ �ait þ vt ð10:19Þ
mt ¼ gmt�1 þ jt; 0 < g < 1; ð10:20Þ
where pt ¼ pt � pt�1. This model incorporates the assumption that output and the

long-term (in this case, two-period) real interest rate are exogenous, with the gross

long-term real rate Rt equal to a stochastic mean zero random variable qt. Rt is equal

to the average of the current real short-term rate it � Etptþ1 and the expected future

real short-term rate Etðitþ1 � ptþ2Þ. The real demand for money is decreasing in the

nominal short-term interest rate and is subject to a random shock vt. Finally, the

nominal money supply is assumed to follow a first-order autoregressive process, sub-

ject to a control error jt. Note that this process implies that Etmtþ1 ¼ gmt.

By using (10.19) to eliminate it and Etitþ1 from (10.18), this system of four equa-

tions implies that the equilibrium process for the price level must satisfy the following

expectations di¤erence equation:

2aqt ¼ ð1þ aÞpt þ Etptþ1 � aEtptþ2 � ð1þ gÞmt þ vt: ð10:21Þ
To find the solution for the short-term interest rate, one can employ the method of

undetermined coe‰cients. Since the relevant state variables in (10.21) are mt, qt,

and vt, it is possible to guess a solution of the form

pt ¼ b1mt þ b2qt þ b3vt:

This implies that Etptþ1 ¼ b1gmt and Etptþ2 ¼ b1Etmtþ2 ¼ b1g
2mt. Using these in

(10.21), the equilibrium solution for the price level is

pt ¼ 1

1þ að1� gÞ
� �

mt þ 1

1þ a

� �
ð2aqt � vtÞ: ð10:22Þ

From the money demand equation, it ¼ ðvt þ pt �mtÞ=a, so, given the equilibrium

process for pt,
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it ¼ � 1� g

1þ að1� gÞ
� �

mt þ 1

1þ a

� �
ð2qt þ vtÞ; ð10:23Þ

and the two-period nominal rate is

It ¼ 1

2
ðit þ Etitþ1Þ

¼ 1

2
� 1� g2

1þ að1� gÞ
� �

mt þ 1

1þ a

� �
ð2qt þ vtÞ

� �
: ð10:24Þ

Equation (10.24) illustrates how the long-term rate depends on the money supply

process, where this process is characterized in this example by the parameter g.

From (10.24), the impact of an innovation to mt (i.e., a j shock) on the current

long rate is equal to

� 1

2

1� g2

1þ að1� gÞ
� �

< 0;

which depends on the parameter g. The greater the degree of serial correlation in the

money supply process (the larger is g), the smaller the e¤ect in absolute value on it of

a change in mt. The e¤ect of a money innovation on the slope of the term structure,

It � it, is equal to
1
2 ð1� gÞ2=½1þ að1� gÞ�, and this also depends on g. High persis-

tence in the money supply process produces a flatter term structure. To take the ex-

treme case, suppose g ¼ 1; the nominal money supply follows a random walk with

innovation jt. An innovation implies a permanent change in the level of the money

supply. This causes a proportionate change in the price level (the coe‰cient on mt in

(10.22) is equal to 1 if g ¼ 1), but there is no impact on the expected rate of inflation.

With the real rate exogenous, the nominal interest rate adjusts only in response to

changes in expected inflation, so with g ¼ 1, changes in m have no e¤ect on the nom-

inal interest rate. If g < 1, an unexpected increase in m causes the expectation of a

subsequent decline in m and p. It is this expectation of a deflation that lowers the

nominal rate of interest.

Similarly, the impact of real interest rate disturbances on nominal rates will de-

pend on the money supply process if policy responds to real disturbances. If, for ex-

ample, the money supply process is modified to become mt ¼ mt�1 þ cqt�1 þ jt so

that the growth rate of mt depends on the real rate shock, it can be shown that the

equilibrium short-term rate is

it ¼ 2þ c

1þ a

� �
qt þ 1

1þ a

� �
vt:
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If c > 0, an increase in the real rate ðq > 0Þ induces an increase in the nominal

money supply the following period. This increase implies that the money supply is

expected to grow ðEtmtþ1 �mt ¼ cqt > 0Þ, so expected inflation rises. This increases

the positive impact of qt on the short-term nominal rate.

These results are illustrative, showing how interest rate responses depend on expec-

tations of the future money supply and consequently on the systematic behavior of

m. The exact mechanism highlighted in these examples requires that a monetary in-

novation (i.e., j > 0) generate an expected deflation in order for nominal rates to de-

cline, since the real rate has been treated as exogenous.

The dependence of interest rates and the term structure on monetary policy implies

that the results of empirical studies of the term structure should depend on the

operating procedures followed by the central bank. McCallum (1994b), Rudebusch

(1995), Fuhrer (1996), and Balduzzi et al. (1998) examined the connection between

the Fed’s tendency to target interest rates, the dynamics of short-term interest rates,

and empirical tests of the expectations model of the term structure.

This dependence can be seen most easily by employing a setup similar to that used

by McCallum. Consider the following two-period model of nominal interest rates in

which, as before, I is the two-period rate and i is the one-period rate:

It ¼ 1

2
ðit þ Etitþ1Þ þ xt; ð10:25Þ

where x is a random variable that represents a time-varying term premium. Equation

(10.15) implied that the pure expectations model of the term structure holds exactly,

without error; the term premium x introduced in (10.25) allows for a stochastic devi-

ation from the exact form of the expectations hypothesis. Variation in risk factors

might account for the presence of x. Suppose further that the term premium is seri-

ally correlated:

xt ¼ rxt�1 þ ht; ð10:26Þ

where ht is a white noise process.

If etþ1 ¼ itþ1 � Etitþ1 is the expectational error in forecasting the future one-period

rate, (10.25) implies that

1

2
ðitþ1 � itÞ ¼ It � it � xt þ

1

2
etþ1; ð10:27Þ

which is usually interpreted to mean that the slope coe‰cient in a regression of one-

half the change in the short rate on the spread between the long rate and the short

rate should equal 1. It was previously noted that actual estimates of this slope coe‰-

cient have generally been much less than 1 and have even been negative.
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The final aspect of the model is a description of the behavior of the central bank.

Since many central banks use the short-term interest rate as their operational pol-

icy instrument, and since they often engage in interest rate smoothing, McCallum

assumed that it ¼ it�1 þ mðIt � itÞ þ zt.13 However, problems of multiple equilibria

may arise when policy responds to forward-looking variables such as It (see Ber-

nanke and Woodford 1997 and problem 6). To avoid this possibility, assume that

policy adjusts the short-term rate according to

it ¼ it�1 � mxt þ zt; ð10:28Þ

where zt is a white noise process and jmj < 1. According to (10.28), a rise in the risk

premium in the long-term rate induces a policy response that lowers the short rate.

Exogenous changes in risk that alter the term structure might also a¤ect consump-

tion or investment spending, leading the central bank to lower short-term interest

rates to counter the contractionary e¤ects of a positive realization of xt. Because no

real explanation has been given for x or why policy might respond to it, it important

to keep in mind that this is only an illustrative example that will serve to suggest how

policy behavior might a¤ect the term structure.

Equations (10.25)–(10.28) form a simple model that can be used to study how pol-

icy responses to the term structure risk premium (i.e., m) a¤ect the observed relation-

ship between short-term and long-term interest rates. From (10.28), Etitþ1 ¼ it � mrxt,

so

It ¼ 1

2
ðit þ Etitþ1Þ þ xt ¼ it þ 1� mr

2

� �
xt:

This implies that

1� mr

2

� ��1

ðIt � itÞ ¼ xt:

Using this result, (10.27) can be written as

1

2
ðitþ1 � itÞ ¼ It � it � 1� mr

2

� ��1

ðIt � itÞ þ 1

2
etþ1;

or

1

2
ðitþ1 � itÞ ¼ � mr

2� mr

� �
ðIt � itÞ þ 1

2
etþ1; ð10:29Þ

13. McCallum actually allows the coe‰cient on it�1 in (10.28) to di¤er from 1.
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so that one would expect the regression coe‰cient on It � it to be �mr=ð2� mrÞ and
not 1. In other words, the estimated slope of the term structure, even when the

expectations model is correct, will depend on the serial correlation properties of the

term premium ðrÞ and on the policy response to the spread between long and short

rates ðmÞ. The problem arises even though (10.27) implies that 1
2 ðitþ1 � itÞ ¼ aþ

bðIt � itÞ þ xtþ1, with a ¼ 0 and b ¼ 1, because the error term xtþ1 is equal to

�xt þ 1
2 etþ1; since this is correlated with It � it, ordinary least-squares is an inconsis-

tent estimator of b.

The important lesson of McCallum’s analysis was that observed term structure

relationships can be a¤ected by the way monetary policy is conducted. McCallum

assumed policy responded to the slope of the term structure, which in his model

reflected variations in the risk premium. Cochrane and Piazzesi (2002) found evi-

dence that the interest rate–setting behavior of the Federal Reserve has been a¤ected

by both long-term interest rates and by the slope of the yield curve. If the former

reflects long-term inflation expectations and the latter helps forecast real economic

activity, then this behavior would be broadly consistent with the Taylor rule (see

chapter 8). Gallmeyer, Hollifield, and Zin (2005) provided a more modern treatment

of McCallum’s results in the context of models that allow for endogenous variation

in risk premiums.14 They showed how the policy behavior assumed by McCallum

can be reconciled with Taylor rule representations of monetary policy. Ravenna and

Seppälä (2007a) showed how a new Keynesian model can account for rejections of

the expectations model of the term structure, and McGough, Rudebusch, Williams

(2005) considered monetary policy rules that respond to long-term interest rates.

Rather than employing an equation such as (10.28) to represent policy behavior,

Rudebusch (1995) used data from periods of funds rate targeting (1974–1979 and

1984–1992) to estimate a model of the Federal Reserve’s target for the funds rate.

He was then able to simulate the implied behavior of the term structure, using the

expectations hypothesis to link funds rate behavior to the behavior of longer-term

interest rates. He found that the manner in which the Fed adjusted its target can ac-

count for the failure of the spread between long and short rates to have much predic-

tive content for changes in long rates, at least at horizons of 3 to 12 months (that is,

for the failure to obtain a coe‰cient of 1, or even a significant coe‰cient, in a regres-

sion of 1
2 ðitþ1 � itÞ on ðIt � itÞ). Thus, if the three-month rate exceeds the funds rate,

(10.16) would appear to predict a rise in the funds rate. As Rudebusch demonstrated,

the Fed tends to set its target for the funds rate at a level it expects to maintain. In

this case, any spread between the funds rate and other rates has no implications for

future changes in the funds rate (in terms of 10.28, mA0). Only as new information

becomes available might the target funds rate change.

14. These models are discussed in section 10.4.
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Fuhrer (1996) provided further evidence on the relationship between the Fed’s pol-

icy rule and the behavior of long-term interest rates. He estimated time-varying

parameters of a policy reaction rule for the funds rate consistent with observed

long-term rates. Agents are assumed to use the current parameter values of the policy

rule to forecast future short rates.15 Fuhrer argued that the parameters he obtained

are consistent with general views on the evolution of the Fed’s reaction function. Bal-

duzzi et al. (1998) found that during the 1989–1996 period of federal funds rate tar-

geting in the United States, the term structure was consistent with a regime in which

changes in the target for the funds rate occurred infrequently but were partially pre-

dictable. In a related literature, Mankiw and Miron (1986) and Mankiw, Miron, and

Weil (1987) studied how the founding of the Federal Reserve a¤ected the seasonal

behavior of interest rates (see also Fisher and Wohar 1990; Angelini 1994a; 1994b;

Mankiw, Miron, and Weil 1994).

10.3.3 Expected Inflation and the Term Structure

The term structure plays an important role as an indicator of inflationary expecta-

tions. Since market interest rates are the sum of an expected real return and an

expected inflation premium, the nominal interest rate on an n-period bond can be

expressed as

i nt ¼ 1

n

Xn
i¼0

Etrtþi þ 1

n
Etptþn;

where Etrtþi is the one-period real rate expected at time t to prevail at tþ i, and

Etptþn 1Etptþn � pt is the expected change in log price from t to tþ n. If real rates

are stationary around a constant value r, then 1
n

Pn
i¼0 EtrtþiA r and

i nt A rþ 1

n
Etptþn:

In this case, fluctuations in the long rate will be caused mainly by variations in

expected inflation. Based on a study of interest rates on nominal and indexed govern-

ment bonds in the United Kingdom, Barr and Campbell (1997) concluded that ‘‘al-

most 80 percent of the movement in long-term nominal rates appears to be due to

changes in expected long-term inflation.’’ For this reason, increases in long-term

nominal rates of interest are often interpreted as signaling an increase in expected

inflation.

15. As Fuhrer noted, this behavior is not fully rational because agents presumably learn that the policy
rule changes over time. However, the time-varying parameters approximately follow a random walk pro-
cess, so using the current values to forecast future policy does not introduce large systematic errors.
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When both nominal bonds and bonds whose returns are indexed to inflation are

traded, a comparison of the returns on the two assets will provide information about

the expected rate of inflation. However, if there are time-varying inflation risk premi-

ums, this comparison may make it di‰cult to tell whether the di¤erent interest rates

on the nominal bond and the real indexed bond are reflecting changes in expected

inflation or changes in the risk premium. Ravenna and Seppälä (2007b), using a

new Keynesian model calibrated to U.S. data, found that inflation risk premiums

are small and not highly volatile. Thus, indexed bonds can be used to extract infor-

mation about expected inflation.

A policy-induced rise in short rates that is accompanied by a decline in long rates

would be interpreted as meaning that the contractionary policy (the rise in short

rates) is expected to lower future inflation, thereby lowering nominal long-term inter-

est rates and future short-term rates. Conversely, a cut in the short-run policy rate

accompanied by a rise in long rates would provide evidence that the central bank

was following an inflationary policy. Goodfriend (1993) provided an interpretation

of U.S. monetary policy in the period 1979–1992 based on the notion that long-

term interest rates provide important information on market inflation expectations.

Buttiglione, Del Giovane, and Tristani (1998) examined the impact of policy rate

changes on forward rates in OECD countries. Under the hypothesis that changes in

monetary policy do not a¤ect the expected real interest rate far in the future, changes

in the forward rates implied by the term structure should reflect the impact of the

policy change on expected future inflation. The forward interest rate on a one-period

discount bond n periods in the future can be derived from the rates on n and nþ 1

period bonds and is equal to

f n
t ¼ ð1þ inþ1; tÞnþ1

ð1þ in; tÞn � 1Aðnþ 1Þinþ1; t � nin; t:

Thus, if long-term expected real rates are constant, then for large n, f n
t A rþ

Etptþnþ1 � Etptþn ¼ rþ Etðptþnþ1 � ptþnÞ or f n
t A rþ Etptþnþ1. The forward rate

then provides a direct estimate of future expected rates of inflation.16 Interestingly,

Buttiglione, Del Giovane, and Tristani found that a contractionary shift in policy

(a rise in the short-term policy interest rate) lowered forward rates for some coun-

tries and raised them for others. The response of forward rates was closely related

to a country’s average inflation rate; for low-inflation countries, a policy action that

increased short-term rates was estimated to lower forward rates. This response is

consistent with the hypothesis that the increases in the short rate represented a cred-

16. Söderlind and Svensson (1997) provided a survey of techniques for estimating market expectations
from the term structure.
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ible policy expected to reduce inflation. In countries with high-inflation experiences,

increases in short rates were not associated with decreases in forward rates.

A key maintained hypothesis in the view that movements in interest rates reveal

information about inflation expectations is that the Fisher hypothesis, the hypothesis

that nominal interest rates will incorporate a premium for expected inflation, holds.

Suppose that the real rate is stationary around an average value of r. Then, since it ¼
rt þ pe

tþ1 ¼ rt þ ptþ1 þ etþ1, where etþ1 is the inflation forecast error (which is station-

ary under rational expectations), the ex post real rate it � ptþ1 is stationary. Thus, if

the nominal interest rate and the inflation rate are nonstationary, they must be coin-

tegrated under the Fisher hypothesis. This is the sense in which long-term movements

in inflation should be reflected in the nominal interest rate. Mishkin (1992) adopted

this cointegrating interpretation of the Fisher relationship to test for the presence of a

long-term relationship between inflation and nominal interest rates in the United

States. If over a particular time period neither i nor p is integrated of order 1 but in-

stead are both stationary, there is no real meaning to the statement that permanent

shifts in the level of inflation should cause similar movements in nominal rates be-

cause such permanent shifts have not occurred. If either i or p is Ið1Þ, they should

both be Ið1Þ, and they should be cointegrated. Mishkin found the evidence to be con-

sistent with the Fisher relationship.

10.4 Macrofinance

A recent literature has developed that identifies the latent factors employed in finance

models of the term structure to macroeconomic variables such as inflation, real eco-

nomic activity, and monetary policy. The term structure is represented using a‰ne

no-arbitrage models, as in Dai and Singleton (2000). The unobserved latent variables

that determine bond prices in these models are linked to macroeconomic variables,

either through nonstructural statistical models such as a VAR (e.g., Ang and Piazzesi

2003) or by using a new Keynesian model to represent macroeconomic and monetary

policy outcomes (e.g., Rudebusch and Wu 2007; 2008). Diebold, Piazzesi, and Rude-

busch (2005) provided an overview of this research area and discussed some of the

issues that arise in linking finance models and macroeconomic models.

Suppose there are two latent (unobserved) factors that determine bond prices.17

Following Rudebusch and Wu (2007), denote these factors by Lt and St and assume

they follow a VAR process given by

Ft 1
Lt

St

� �
¼ r

Lt�1

St�1

� �
þ Set ¼ rFt�1 þ Set; ð10:30Þ

17. Rudebusch and Wu (2008) found that two-factor models are rich enough to fit the data adequately.
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where et is independently and identically distributed as a normal mean zero unit vari-

ance process, where S is a 2� 2 nonsingular matrix. Assume further that one can

write the short-term interest rate it as a function of the two factors. Specifically,

it ¼ d0 þ d1Ft: ð10:31Þ
Finally, assume the prices of risk associated with each factor are linear functions of

the two factors, so that if Li; t is the price of risk associated with conditional volatility

of factor i,

Lt ¼
LL; t

LS; t

� �
¼ l0 þ l1Ft: ð10:32Þ

If it is the return on a one-period bond, than the structure given by (10.30)–(10.32),

together with the assumption that no-arbitrage opportunities exist, allows one to price

longer-term bonds. In particular, if bj; t is the log price of a j-period nominal bond,

one can show that

bj; t ¼ Aj þ BjFt;

where

A1 ¼ �d0; B1 ¼ �d1;

and for j ¼ 2; . . . ; J,

Ajþ1 � Aj ¼ Bjð�Sl0Þ þ 1

2
BjSS

0Bj þ A1

Bjþ1 ¼ Bjðr� Sl1Þ þ B1:

Empirical research aimed at estimating this type of no-arbitrage model generally

finds that one factor a¤ects yields at all maturities and so is called the level factor,

whereas the other factor a¤ects short and long rates di¤erently and so is called the

slope factor.

The macrofinance literature has attempted to identify the level and slope factors

with macroeconomic factors. For example, in new Keynesian models, the short-

term interest rate is often represented in terms of a Taylor rule of the form

it ¼ r� þ pT
t þ apðpt � pT

t Þ þ axxt;

where pT
t is the central bank’s inflation target and xt is the output gap. In this case,

changes in the inflation target should a¤ect nominal interest rates at all maturities

by altering inflation expectations. Thus, it would seem to be a prime candidate for

the level factor. The slope factor might then be capturing the central bank’s policy
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actions intended to stabilize the economy in the short run. Thus, one could model the

factors explicitly in terms of the policy behavior of the central bank.18

Of course, this approach requires that the behavior of inflation, the inflation tar-

get, and the output gap also be modeled. As noted, Ang and Piazzesi (2003) repre-

sented the behavior of the macroeconomic variables using a VAR representation.

They grouped variables into a set related to inflation and a set related to real activity.

By then using the principal component from each group, they obtained the two fac-

tors that determine the term structure. Macroeconomic factors are found to explain

movements of short- and medium-term interest rates but little of the long-term inter-

est rate. Rudebusch and Wu (2008) employed a simplified new Keynesian model to

model the behavior of macroeconomic variables, and Rudebusch and Wu (2007)

argued that shifts in the pricing of risk associated with the Fed’s inflation target can

account for shifts in the behavior of the term structure in the United States.

In new Keynesian models and other structural macroeconomic models, the con-

sumption Euler equation linking the marginal utility of current consumption to the

discounted real return and future marginal utilities plays a key role in linking real

economic activity and real interest rates. However, the interest rate appearing in

this equation is normally identified with the real policy rate controlled by the central

bank. As Canzoneri, Cumby, and Diba (2007) showed, monetary tightening (a rise in

the policy rate) is typically associated with a decline in future consumption growth,

yet standard specifications of the Euler condition would imply that a decline in

expected consumption growth should be associated with a fall in the real interest

rate.19

10.5 Financial Frictions in Credit Markets

Money has traditionally played a special role in macroeconomics and monetary

theory because of the relationship between the nominal stock of money and the ag-

gregate price level. The importance of money for understanding the determination of

the general level of prices and average inflation rates, however, does not necessarily

18. McCallum (1994b) (see section 10.3.2) can be viewed as an early attempt to link the term structure to
the behavior of monetary policy. Ballmeyer, Hollifield, and Zin (2007) provided an explicit analysis of the
role of the policy rule in a no-arbitrage model of the term structure.

19. With standard log preferences, the linearized Euler equation (see chapter 8) is

ct ¼ Etctþ1 � 1

s

� �
rt;

so expected consumption growth Etctþ1 � ct ¼ 1
s

� �
rt and the real interest rate are positively related. Canzo-

neri, Cumby, and Diba (2007) showed how this relationship is a¤ected by habit persistence (a common
component of new Keynesian models), but they argued that habit persistence does not fully reconcil the
Euler equation with the empirical e¤ects of a monetary policy contraction.
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imply that the stock of money is the key variable that links the real and financial sec-

tors or the most appropriate indicator of the short-run influence of financial factors

on the economy. Many economists have argued that monetary policy has direct

e¤ects on aggregate spending that do not operate through traditional interest rate or

exchange rate channels, and a large literature has focused on credit markets as play-

ing a critical role in the transmission of monetary policy actions to the real economy.

The credit view stresses the distinct role played by financial assets and liabilities.

Rather than aggregate all nonmoney financial assets into a single category called

bonds, the credit view argues that macroeconomic models need to distinguish be-

tween di¤erent nonmonetary assets, either along the dimension of bank versus non-

bank sources of funds or, more generally, internal versus external financing. The

credit view also highlights heterogeneity among borrowers, stressing that some bor-

rowers may be more vulnerable to changes in credit conditions than others. Finally,

investment may be sensitive to variables such as net worth or cash flow if agency

costs associated with imperfect information or costly monitoring create a wedge be-

tween the cost of internal and external funds. A rise in interest rates may have a

much stronger contractionary impact on the economy if balance sheets are already

weak, introducing the possibility that nonlinearities in the impact of monetary policy

may be important.

The credit channel also operates when shifts in monetary policy alter either the

e‰ciency of financial markets in matching borrowers and lenders or the extent to

which borrowers face rationing in credit markets so that aggregate spending is influ-

enced by liquidity constraints. There are several definitions of nonprice credit ration-

ing. Ja¤ee and Russell (1976) defined credit rationing as existing when at the quoted

interest rate the lender supplies a smaller loan than the borrower demands. Ja¤ee and

Stiglitz (1990), however, pointed out that this practice represents standard price

rationing; larger loans will normally be accompanied by a higher default rate and

therefore carry a higher interest rate. Instead, Ja¤ee and Stiglitz characterized ‘‘pure

credit rationing’’ as occurring when, among a group of agents (firms or individuals)

who appear to be identical, some receive loans and others do not. Stiglitz and Weiss

(1981) defined equilibrium credit rationing as being present whenever ‘‘either (a)

among loan applicants who appear to be identical some receive a loan and others

do not, and the rejected applicants would not receive a loan even if they o¤ered to

pay a higher interest rate; or (b) there are identifiable groups of individuals in the

population who, with a given supply of credit, are unable to obtain loans at any in-

terest rate, even though with a larger supply of credit, they would’’ (394–395). The

critical aspect of this definition is that at the market equilibrium interest rate there is

an unsatisfied demand for loans that cannot be eliminated through higher interest

rates. Rejected loan applicants cannot succeed in getting a loan by o¤ering to pay a

higher interest rate.
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It is important to recognize that credit rationing is su‰cient but not necessary for a

credit channel to exist. A theme of Gertler (1988), Bernanke and Gertler (1989), and

Bernanke (1993) was that agency costs in credit markets will vary countercyclically; a

monetary tightening that raises interest rates and generates a real economic slow-

down will cause firm balance sheets to deteriorate, raising agency costs and lowering

the e‰ciency of credit allocation. Changes in credit conditions are not reflected solely

in interest rate levels. Thus, the general issue is to understand how credit market

imperfections a¤ect the macroeconomic equilibrium and the channels through which

monetary policy actions are transmitted to the real economy.

The main focus here is on credit markets for firms undertaking investment proj-

ects. This approach is chosen primarily for convenience; the theoretical models may

also be applied to the consumer loan market, and there is evidence that a significant

fraction of households behave as if they faced liquidity constraints that link con-

sumption spending more closely to current income than would be predicted by

forward-looking models of consumption.20

The role of credit e¤ects in the transmission of monetary policy arises as a result of

imperfect information between parties in credit relationships. The information that

each party to a credit transaction brings to the exchange will have important impli-

cations for the nature of credit contracts, the ability of credit markets to match bor-

rowers and lenders e‰ciently, and the role played by the rate of interest in allocating

credit among borrowers. The nature of credit markets can lead to distinct roles for

di¤erent types of lenders (e.g., bank versus nonbank) and di¤erent types of bor-

rowers (e.g., small firms versus large firms).

Critical to the presence of a distinct credit channel is the presence of imperfections

in financial markets. The first task, then, is to review theories of credit market imper-

fections based on adverse selection, moral hazard, monitoring costs and agency

costs; this is done in sections 10.5.1–10.5.4. These theories help to explain many of

the distinctive features of financial markets, from collateral to debt contracts to the

possibility of credit rationing. This material provides the microfoundations for the

macroeconomic analysis of credit channels in section 10.5.5. Section 10.6 reviews the

empirical evidence on the role played by credit channels in the transmission of mon-

etary policy actions.

10.5.1 Adverse Selection

Ja¤ee and Russell (1976) analyzed a credit market model in which there are two

types of borrowers, ‘‘honest’’ ones who always repay and ‘‘dishonest’’ ones who

20. Empirical evidence on consumption and liquidity constraints can be found in Campbell and Mankiw
(1989; 1991), who provided estimates of the fraction of liquidity-constrained households for a number of
OECD countries.
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repay only if it is in their interest to do so. Ex ante the two types appear identical to

lenders. Default is assumed to impose a cost on the defaulter, and dishonest bor-

rowers default whenever the loan repayment amount exceeds the cost of default. By

assuming a distribution of default costs across the population of borrowers, Ja¤ee

and Russell showed that the fraction of borrowers who default is increasing in the

loan amount.21 In a pooling equilibrium, lenders o¤er the same loan contract (inter-

est rate and amount) to all borrowers because they are unable to distinguish between

the two types.22 If lenders operate with constant returns to scale, if there is free entry,

and if funds are available to lenders at an exogenously given opportunity cost, then

the equilibrium loan rate must satisfy a zero profit condition for lenders. Since the

expected return on a loan is less than or equal to the interest rate charged, the actual

interest rate on loans must equal or exceed the opportunity cost of funds to the

lenders.23

The e¤ects of borrower heterogeneity and imperfect information on credit market

equilibria can be illustrated following Stiglitz and Weiss (1981). The lender’s ex-

pected return on a loan is a function of the interest rate charged and the probability

that the loan will be repaid, but individual borrowers di¤er in their probabilities of

repayment. Suppose borrowers come in two types. Type G repays with probability

qg; type B repays with probability qb < qg. If lenders can observe the borrower’s

type, each type will be charged a di¤erent interest rate to reflect the di¤ering repay-

ment probabilities. If the supply of credit is perfectly elastic at the opportunity cost

of r, and lenders are risk-neutral and able to lend to a large number of borrowers

so that the law of large numbers holds, then all type G borrowers can borrow at an

interest rate of r=qg, whereas type B borrowers borrow at r=qb > r=qg. At these inter-

est rates, the lender’s expected return from lending to either type of borrower is equal

to the lender’s opportunity cost of r. No credit rationing occurs; riskier borrowers are

simply charged higher interest rates.

Now suppose the lender cannot observe the borrower’s type. It may be the case

that changes in the terms of a loan (interest rate, collateral, amount) a¤ect the mix

of borrower types the lender attracts. If increases in the loan interest rate shift the

mix of borrowers, raising the fraction of type B borrowers, the expected return to

the lender might actually decline with higher loan rates because of adverse selection.

In this case, further increases in the loan rate would lower the lender’s expected prof-

21. See Smith (1983) for a general equilibrium version of Ja¤ee and Russell’s model using an overlapping-
generations framework.

22. This ignores the possibility of separating equilibrium in which the lender o¤ers two contracts and the
borrowers (truthfully) signal their type by the contract they choose.

23. If the probability of default was zero, the constant-returns-to-scale assumption with free entry would
ensure that lenders charge an interest rate on loans equal to the opportunity cost of funds. If default rates
are positive, then the expected return on a loan is less than the actual interest rate charged, and the loan
interest rate must be greater than the opportunity cost of funds.
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its, even if an excess demand for loans remains. The intuition is similar to that of

Akerlof ’s market for lemons (Akerlof 1970). Assume that a fraction g of all bor-

rowers are of type G. Suppose the lender charges an interest rate of rl such that

gqgrl þ ð1� gÞqbrl ¼ r, or rl ¼ r=½gqg þ ð1� gÞqb�. At this loan rate, the lender earns

the required return of r if borrowers are drawn randomly from the population. But at

this rate, the pool of borrowers is no longer the same as in the population at large.

Since r=qg < rl < r=qb, the lender is more likely to attract type B borrowers, and the

lender’s expected return would be less than r.

Loans are, however, characterized by more than just their interest rate. For exam-

ple, suppose a loan is characterized by its interest rate rl , the loan amount L, and the

collateral the lender requires C. The probability that the loan will be repaid depends

on the (risky) return yielded by the borrower’s project. If the project return is R, then

the lender is repaid if

Lð1þ rlÞ < Rþ C:

If Lð1þ rlÞ > Rþ C, the borrower defaults and the lender receives Rþ C.

Suppose the return R is R 0 þ x with probability 1
2 and R 0 � x with probability 1

2 .

The expected return is R 0, and the variance is x2. An increase in x represents a

mean preserving spread in the return disturbance and corresponds to an increase

in the project’s risk. Assume that R 0 � x < ð1þ rlÞL� C so that the borrower must

default when the bad outcome occurs. If the project pays o¤ R 0 þ x, the borrower

receives R 0 þ x� ð1þ rlÞL; if the bad outcome occurs, the borrower receives �C,

that is, any collateral is lost. The expected profit to the borrower is

EpB ¼ 1

2
½R 0 þ x� ð1þ rlÞL� � 1

2
C:

Define

x�ðrl ;L;CÞ1 ð1þ rlÞLþ C � R 0: ð10:33Þ
Expected profits for the borrower are positive for all x > x�. This critical cuto¤ value

of x is increasing in rl . Recall that increases in x imply an increase in the project’s

risk, as measured by the variance of returns. An increase in the loan rate rl increases

x�, and this implies that some borrowers with less risky projects will find it unprofit-

able to borrow if the loan rate rises, while borrowers with riskier projects will still

find it worthwhile to borrow. Because the borrower can lose no more than his collat-

eral in the bad state, expected profits are a convex function of the project’s return

and therefore increase with an increase in risk (for a constant mean return).

While the expected return to the firm is increasing in risk, as measured by x, the

lender’s return is decreasing in x. To see this point, note that the lender’s expected

profit is
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EpL ¼ 1

2
½ð1þ rlÞL� þ 1

2
½C þ R 0 � x� � ð1þ rÞL;

where r is the opportunity cost of funds to the lender. The lender’s expected profit

decreases with x. Because the lender receives a fixed amount in the good state, the

lender’s expected return is a concave function of the project’s return and therefore

decreases with an increase in risk.

Now suppose there are two groups of borrowers, those with x ¼ xg and those with

x ¼ xb, with xg < xb. Type xg borrowers have lower-risk projects. From (10.33), if

the loan rate rl is low enough such that xb > xg b x�ðrl ;L;CÞ, then both types will

find it profitable to borrow. If each type is equally likely, the lender’s expected return

is

EpL ¼ 1

4
½ð1þ rlÞLþ C þ R 0 � xg� þ 1

4
½ð1þ rlÞLþ C þ R 0 � xb� � ð1þ rÞL

¼ 1

2
½ð1þ rlÞLþ C þ R 0� � 1

4
ðxg þ xbÞ � ð1þ rÞL; x�ðrl ;L;CÞa xg;

which is increasing in rl . But as soon as rl increases to the point where x�ðrl ;L;CÞ ¼
xg, any further increase causes all xg types to stop borrowing. Only xb types will still

find it profitable to borrow, and the lender’s expected profit falls to

EpL ¼ 1

2
½ð1þ rlÞLþ C þ R 0� � 1

2
xb � ð1þ rÞL; xg a x�ðrl ;L;CÞa xb:

As a result, the lender’s expected profit as a function of the loan rate is increasing for

x�ðrl ;L;CÞa xg and then falls discretely at 1þ rl ¼ ½xg � C þ R 0�=L as all low-risk

types exit the market. This is illustrated in figure 10.2, where r� denotes the loan rate

that tips the composition of the pool of borrowers. For loan rates between r1 and r�,
both types borrow and the lender’s expected profit is positive. Expected profits are

again positive for loan rates above r2, but in this region only xb types borrow.

The existence of a local maximum in the lender’s profit function at r� introduces

the possibility that credit rationing will occur in equilibrium. Suppose at r� there re-

mains an excess demand for loans. Type xg would not be willing to borrow at a rate

above r�, but type xb would. If the lender responds to the excess demand by raising

the loan rate, expected profits fall. Equilibrium may involve a loan rate of r�, with
some potential borrowers being rationed.24 Thus, adverse selection provides one

rationale for a lender’s profit function that is not monotonic in the loan rate. Equi-

24. As figure 10.2 suggests, if the demand for loans is strong enough, the lender may be able to raise the
loan rate su‰ciently so that expected profits do rise.
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librium credit rationing may exist because lenders find it unprofitable to raise the in-

terest rate on loans even in the face of an excess demand for loans.

10.5.2 Moral Hazard

Moral hazard can arise in credit markets when the borrower’s behavior is influenced

by the terms of the loan contract. In the model of the previous section, the borrower

decided whether to borrow, but the project’s return was exogenous. Borrowers dif-

fered in terms of the underlying riskiness of their projects, and adverse selection

occurred as loan rate changes a¤ected the pool of borrowers. Suppose instead that

each borrower can choose between several projects of di¤ering risk. If the lender can-

not monitor this choice, a moral hazard problem arises. The lender’s expected return

may not be monotonic in the interest rate charged on the loans. Higher loan rates

lead the borrower to invest in riskier projects, lowering the expected return to the

lender.

To illustrate this situation, again following Stiglitz and Weiss (1981), suppose the

borrower can invest either in project A, which pays o¤ Ra in the good state and 0 in

the bad state, or in project B, which pays o¤ Rb > Ra in the good state and 0 in the

bad state. Suppose the probability of success for project A is pa and pb for project B,

with pa > pb. Project B is the riskier project. Further, assume the expected payo¤

from A is higher: paRa > pbRb. By investing in A, the borrower’s expected return is

Figure 10.2
Expected loan profit with adverse selection.
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EpA ¼ pa½Ra � ð1þ rlÞL� � ð1� paÞC;

where the borrower loses collateral C if the project fails. The expected return from

project B is

EpB ¼ pb½Rb � ð1þ rlÞL� � ð1� pbÞC:

The expected returns on the two projects depend on the interest rate on the loan rl .

It is straightforward to show that

EpA > EpB

if and only if

paRa � pbRb

pa � pb
> ð1þ rlÞL� C:

The left side of this condition is independent of the loan rate, but the right side is

increasing in rl . Define r�l as the loan rate at which the expected returns to the bor-

rower from the two projects are equal. This occurs when

ð1þ r�l ÞL� C ¼ paRa � pbRb

pa � pb
:

For loan rates less than r�l , the borrower will prefer to invest in project A; for loan

rates above r�l , the riskier project B is preferred. The expected payment to the lender,

therefore, will be pað1þ rlÞLþ ð1� paÞC if rl < r�l , and pbð1þ rlÞLþ ð1� pbÞC
for rl > r�l . Since

pað1þ r�l ÞLþ ð1� paÞC > pbð1þ r�l ÞLþ ð1� pbÞC; ð10:34Þ

the lender’s profits fall as the loan rate rises above r�; the lender’s profits are not

monotonic in the loan rate.25 Just as in the example of the previous section, this

leads to the possibility that credit rationing may characterize the loan market’s

equilibrium.

10.5.3 Monitoring Costs

The previous analysis illustrated how debt contracts in the presence of adverse selec-

tion or moral hazard could lead to credit rationing as an equilibrium phenomenon.

25. To see this, note that using the definition of r�l implies that the left side of (10.34) is equal to
pa½ð1þ r�l ÞL� C � ¼ paððpaRa � pbRbÞ=ðpa � pbÞÞ, and the right side is equal to pb½ð1þ r�l ÞL� C � ¼
pbððpaRa � pbRbÞ=ðpa � pbÞÞ. The direction of the inequality follows because pa > pb.
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One limitation of the discussion, however, was the treatment of the nature of the

loan contract—repayment equal to a fixed interest rate times the loan amount in

some states of nature, zero or a predetermined collateral amount in others—as exog-

enous. Williamson (1986; 1987a; 1987b) illustrated how debt contracts and credit

rationing can arise, even in the absence of adverse selection or moral hazard prob-

lems, if lenders must incur costs to monitor borrowers.26 The intuition behind his

result is straightforward. Suppose the lender can observe the borrower’s project out-

come only at some positive cost. Any repayment schedule that ties the borrower’s

payment to the project outcome would require that the monitoring cost be incurred;

otherwise, the borrower always has an incentive to underreport the success of the

project. Expected monitoring costs can be reduced if the borrower is monitored only

in some states of nature. If the borrower reports a low project outcome and defaults

on the loan, the lender incurs the monitoring cost to verify the truth of the report. If

the borrower reports a good project outcome and repays the loan, the lender does

not need to incur the monitoring cost.

Following Williamson (1987a), assume there are two types of agents, borrowers

and lenders. Lenders are risk-neutral and have access to funds at an opportunity

cost of r. Each lender takes r as given and o¤ers contracts to borrowers that yield,

to the lender, an expected return of r. Assume there are two periods. In period 1,

lenders o¤er contracts to borrowers who have access to a risky investment project

that yields a payo¤ in period 2 of x A ½0; x�. The return x is a random variable, drawn

from a distribution known to both borrowers and lenders. The actual realization

is observed costlessly by the borrower; the lender can observe it by first paying a

cost of c. This assumption captures the idea that borrowers are likely to have better

information about their own projects than do lenders. Lenders can obtain this infor-

mation by monitoring the project, but such monitoring is costly.

In period 2, after observing x, the borrower reports the project outcome to the

lender. Let this report be xs. While xs must be in ½0; x�, it need not equal the true x,

since the borrower will have an incentive to misreport if doing so is in the borrower’s

own interest. By choice of normalization, projects require an initial resource invest-

ment of 1 unit. Although borrowers have access to an investment project, assume

they have no resources of their own, so to invest they must obtain resources from

lenders.

Suppose that monitoring occurs whenever xs A SH ½0; x�. Otherwise, the lender

does not monitor. Denote by RðxÞ the payment from the borrower to the lender

if xs A S and monitoring takes place. Because the lender monitors and therefore

observes x, the repayment can be made a function of the actual x. The return to

the lender net of monitoring costs is RðxÞ � c. If the reported value xs B S, then no

26. Townsend (1979) provided the first analysis of optimal contracts when it is costly to verify the state.
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monitoring occurs and the borrower pays KðxsÞ to the lender. This payment can only

depend on the signal, not the true realization of x, since the lender cannot verify the

latter. In this case, the return to the lender is simply KðxsÞ. Whatever the actual

value of xs B S, the borrower will report the value that results in the smallest pay-

ment to the lender; hence, if monitoring does not occur, the payment to the lender

must be equal to a constant, K .27 Since all loans are for 1 unit, K � 1 is the interest

rate on the loan when xs B S.

If the reported signal is in S, then monitoring occurs so that the lender can learn

the true value of x. The borrower will report xs in S only if it is in her best interest,

that is, reporting xs A S must be incentive-compatible. For this to be the case, the net

return to the borrower when xs A S, equal to x� RðxÞ, must exceed the return from

reporting a signal not in S, x� K. That is, incentive compatibility requires that

x� RðxÞ > x� K or K > RðxÞ for all xs A S:

The borrower will report a signal that leads to monitoring only if RðxÞ < K and will

report a signal not in S (so that no monitoring occurs) if RðxÞbK .

The optimal contract is a payment schedule RðxÞ and a value K that maximizes

the borrower’s expected return, subject to the constraint that the lender’s expected

return be at least equal to the opportunity cost r. Letting Pr½x < y� denote the prob-

ability that x is less than y, the expected return to the borrower can be written as

the expected return conditional on monitoring occurring, times the probability that

RðxÞ < K , plus the expected return conditional on no monitoring occurring, times

the probability that RðxÞbK :

E½Rb�1E½x� RðxÞjRðxÞ < K� Pr½RðxÞ < K � þ E½x� K jRðxÞbK � Pr½RðxÞbK �:
ð10:35Þ

The optimal loan contract maximizes this expected return subject to the constraint

that the lender’s expected return be at least r:

E½RðxÞ � cjRðxÞ < K � Pr½RðxÞ < K � þ K Pr½RðxÞbK �b r: ð10:36Þ
The solution to this problem, and therefore the optimal loan contract, has

RðxÞ ¼ x. In other words, if the borrower reports a signal that leads the lender to

monitor, then the lender takes the entire actual project return. This result corre-

sponds to a loan default in which the lender takes over the project, incurs the moni-

toring cost c (which in this case can be thought of as a liquidation cost), and ends up

with x� c. If the project earns a su‰cient return, that is, RðxÞ ¼ xbK , then the

27. That is, suppose x1 and x2 are project return realizations such that the borrower would report xs
1 and

xs
2 B S. If reporting xs

1 results in a larger payment to the lender, the borrower would always report xs
2.
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borrower pays the lender the fixed amount K . Since K is independent of the realiza-

tion of x, no monitoring is necessary. The presence of monitoring costs and imperfect

information leads to the endogenous determination of the optimal loan contract.

The proof that RðxÞ ¼ x whenever monitoring takes place is straightforward. In

equilibrium, the constraint given by (10.36) will be satisfied with equality. Otherwise,

the payment to the lender could be reduced in some states, which would increase the

expected return to the borrower. Hence,

E½RðxÞ � cjRðxÞ < K � Pr½RðxÞ < K � þ K Pr½RðxÞbK � ¼ r:

Any contract that called for RðxÞ < x for some realizations of x could be replaced by

another contract that increases repayment slightly when monitoring occurs but low-

ers K to decrease the range of x for which monitoring actually takes place. This can

be done such that the lender’s expected profit is unchanged.28 Using the constraint

for the lender’s expected return, the expected return to the borrower can be written as

E½Rb� ¼ E½x� RðxÞjRðxÞ < K � Pr½RðxÞ < K � þ fE½xjRðxÞbK� � Kg Pr½RðxÞbK �
¼ E½x� RðxÞjRðxÞ < K � Pr½RðxÞ < K � þ E½xjRðxÞbK � Pr½RðxÞbK �
� fr� E½RðxÞ � cjRðxÞ < K � Pr½RðxÞ < K �g

¼ E½x� cjRðxÞ < K � Pr½RðxÞ < K � þ E½xjRðxÞbK � Pr½RðxÞbK � � r

¼ E½x� � c Pr½RðxÞ < K � � r; ð10:37Þ
where Pr½RðxÞ < K � is the probability that monitoring occurs. Equation (10.37)

shows that the expected return to the borrower is decreasing in K . Any contract

that lowers K and reduces the probability of monitoring while leaving the lender

with an expected return of r will be strictly preferred by the borrower. Such a con-

tract can be constructed if RðxÞ < x.29

To make the example more specific, suppose x is uniformly distributed on ½0; x�.
The expected return to the lender is equal toðK
0

ðx� cÞ 1
x
dxþ

ðx
K

K
1

x
dx:

28. RðxÞ > x is ruled out by the assumption that the borrower has no other resources. If RðxÞ < x for
some x for which monitoring occurs, then the new contract, which increases RðxÞ in those states, increases
RðxÞ � c when monitoring does occur. For a given K , this increases E½RðxÞ � cjRðxÞ < K �, making the
lender’s expected profit greater than r. Since K is then lowered, monitoring occurs in fewer states, thereby
reducing the lender’s expected profit so that it again equals r.

29. One implication of (10.37) is that the borrower bears the cost of monitoring; the expected return to the
borrower is equal to the total expected project return net of the opportunity cost of funds ðrÞ and expected
monitoring costs ðc Pr½RðxÞ < K �Þ.
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The first term is the expected return to the lender if the borrower defaults, an out-

come that occurs whenever x < K ; the probability of this outcome is K=x. The sec-

ond term is the fixed payment received by the lender whenever xbK , an outcome

that occurs with probability ½x� K �=x. Evaluating the expected return and equating

it to r yields the following condition to determine K :

1

2

K 2

x

� �
� c

K

x

� �� �
þ K 1� K

x

� �� �
¼ r:

If ðx� cÞ2 > 2xr, this quadratic has two real solutions, one less than x� c and one

greater than x� c.30 However, the e¤ect of K on the lender’s expected return is

K

x
� c

x
þ 1� 2K

x

� �
¼ 1� cþ K

x
;

which becomes negative for K > x� c. This means that when the loan repayment

amount is large, further increases in the contracted repayment would actually lower

the lender’s expected return; loan contracts with less monitoring (a lower K) would

be preferred by both borrower and lender; K > x� c cannot be an equilibrium.

When the lender’s expected profits are no longer monotonic in the loan interest

rate but can actually decrease at higher interest rates, the possibility exists of an equi-

librium in which some borrowers face credit rationing. In a nonrationing equilib-

rium, all borrowers receive loans.31 The expected rate of return r is determined by

the condition that loan demand equal loan supply, and the gross interest rate on

loans, K , is less than x� c. In a credit rationing equilibrium, K ¼ x� c, and not all

potential borrowers receive loans. Even though there are unsatisfied potential bor-

rowers, the interest rate on loans will not rise because the lenders’ expected profits

are decreasing in the loan rate when K > x� c. Even though all potential borrowers

were assumed to be identical ex ante, some receive loans while others do not. The

ones that do not get loans would be willing to borrow at an interest rate above the

market rate, yet no lenders are willing to lend.

Williamson’s model illustrates that neither adverse selection nor moral hazard is

necessary for rationing to characterize credit markets. The presence of monitoring

costs can account for both the general form of loan contracts in which monitoring

30. These are given by

x� cG
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� cÞ2 � 2xr

q
:

31. A complete specification of the model requires assumptions on the number of (potential) borrowers
and lenders that ensures an upward-sloping supply curve of funds. See Williamson (1987a) for details on
one such specfication.
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occurs only when the borrower defaults—in which case the lender takes over the en-

tire project’s return—and for rationing to arise in some equilibria.

10.5.4 Agency Costs

Adverse selection, moral hazard, and monitoring costs all arise as important factors

in any relationship in which a principal delegates decision-making authority to an

agent. In credit markets, the lender delegates to a borrower control over resources.

The inability to monitor the borrower’s actions or to share the borrower’s informa-

tion gives rise to agency costs. Bernanke and Gertler (1989) and Gertler (1988) em-

phasized the role of agency costs that make external funding sources more expensive

for firms than internal sources. As a consequence, a firm’s balance sheet plays a role

in a¤ecting the cost of finance. In recessions, internal sources of funds decline, forc-

ing firms to turn to external sources. But the deterioration of the firm’s balance sheet

worsens the agency problems and increases the cost of external funds, thereby further

contracting investment spending and contributing to the recession. Thus, credit con-

ditions can play a role in amplifying the impact of other shocks to the economy and

a¤ecting their propagation throughout the economy and through time.

In the model of Bernanke and Gertler (1989), firms are assumed to be able to ob-

serve the outcome of their own investment projects costlessly; others must incur a

monitoring cost to observe project outcomes. Firms and lenders are assumed to be

risk-neutral. Firms are indexed by e‰ciency type o, distributed uniformly on ½0; 1�.
More e‰cient types (ones with low o) need to invest fewer inputs in a given project.

Projects themselves require inputs of xðoÞ, yielding gross payo¤ k1 with probability

p1, and k2 > k1 with probability p2 ¼ 1� p1. The function xð:Þ is increasing in o.

The expected project return, p1k1 þ p2k2, will be denoted k. The realized outcome

of a particular project can be observed costlessly by the firm undertaking the project

and at cost c by others. Firms are assumed to have internal sources of financing

equal to S; S is assumed to be less than xð0Þ, so that even the most e‰cient firm

must borrow to undertake a project. Finally, let r denote the opportunity cost of

funds to lenders; firms that do not undertake a project also receive this rate on their

funds.32

If lenders could observe project outcomes costlessly, equilibrium would involve

lenders’ financing all projects whose expected payo¤ exceeds their opportunity cost

of rx. Thus, all firms whose o is less than a critical value o� defined by

k� rxðo�Þ ¼ 0

would receive loans. Firms with o < o� borrow B1 xðoÞ � S.

32. Bernanke and Gertler developed a general equilibrium model; here a partial equilibrium version is
described to focus on the role played by credit market imperfections in investment decisions.
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With imperfect information, the firm clearly has an incentive to always announce

that the bad outcome, k1, occurred. It will never pay for the lender to incur the mon-

itoring cost if the firm announces k2. Let p be the probability that the firm is audited

(i.e., the lender pays the monitoring cost to observe the true outcome) when the firm

announces k1. Let P
a
1 be the payment to the firm when k1 is announced and auditing

takes place, P1 the payment when k1 is announced and no auditing occurs, and P2

the payment if k2 is announced. The optimal lending contract must maximize the

expected payo¤ to the firm, subject to several constraints. First, the lender’s expected

return must be at least as great as her opportunity cost rB. Second, the firm must

have no incentive to report the bad state when in fact the good state occurred. Third,

even in the bad state, limited liability requires that Pa
1 and P1 be non-negative. The

optimal contract is characterized by the values of fp;Pa
1 ;P1;P2g that solve

max p1½pPa
1 þ ð1� pÞP1� þ p2P2

subject to

p1½k1 � pðPa
1 þ cÞ � ð1� pÞP1� þ p2½k2 � P2�b rB ð10:38Þ

P2 b ð1� pÞðk2 � k1 þ P1Þ ð10:39Þ

Pa
1 b 0 ð10:40Þ

P1 b 0 ð10:41Þ
and 0a pa 1.

Only the constraint given by (10.39) may require comment. The left side is the

firm’s income in the good state. The right side gives the firm’s income if the good

state occurs but the firm reports the bad state. After reporting the bad state, the

firm is audited with probability p. So with probability 1� p the firm is not audited,

turns over k1 � P1 to the lender. But the firm now gets to keep the amount k2 � k1
because, by assumption, the good state had actually occurred. If (10.39) is satisfied,

the firm has no incentive to conceal the truth in announcing the project outcome.

Assuming an interior solution, the first-order necessary conditions for this problem

are

p1½ðPa
1 � P1Þ þ m1ðP1 � Pa

1 � cÞ� þ m2ðk2 � k1 þ P1Þ ¼ 0 ð10:42Þ

p1pð1� m1Þ þ m3 ¼ 0 ð10:43Þ

p1ð1� pÞð1� m1Þ � m2ð1� pÞ þ m4 ¼ 0 ð10:44Þ

p2ð1� m1Þ þ m2 ¼ 0; ð10:45Þ

490 10 Financial Markets and Monetary Policy



where the mi are the (non-negative) Lagrangian multipliers associated with the con-

straints (10.38)–(10.41).

Since m3 b 0, (10.43) implies that m1 b 1. This means the constraint on the

lender’s return (10.38) holds with equality. With p1½k1 � pðPa
1 þ cÞ � ð1� pÞP1� þ

p2½k2 � P2� � rðx� SÞ ¼ 0, this can be added to the objective function, yielding

an equivalent problem that the optimal contract solves, given by max½p1ðk1 � pcÞþ
p2k2�, subject to (10.39) and the non-negative constraints on Pa

1 and P1. However,

p1ðk1 � pcÞ þ p2k2 ¼ k� p1pc, and with k an exogenous parameter, this new prob-

lem is equivalent to minimizing expected auditing costs p1pc.

If the return to the lender, rB, is less than the project return even in the bad state

k1, then no auditing is ever necessary and p ¼ 0. Agency costs are therefore zero

whenever k1 b rB. Recall that the amount borrowed, B, was equal to xðoÞ � S,

where S represented the firm’s internal funds invested in the project, so the no-

agency-cost condition can be written

Sb xðoÞ � k1

r
1S �ðoÞ:

Any type o with internal funds greater than or equal to S �ðoÞ can always repay the

lender, so no auditing on the project is required. When S < S �ðoÞ, a situation Ber-

nanke and Gertler labeled as one of incomplete collateralization, constraints (10.38)–

(10.41) all hold with equality. Since auditing is costly, the optimal auditing probabil-

ity is just high enough to ensure that the firm truthfully reports the good state when it

occurs. From the incentive constraint (10.39), P2 ¼ ð1� pÞðk2 � k1Þ since P1 ¼ Pa
1 ¼

0 (the firm keeps nothing in the bad state). Substituting this into the lender’s required

return condition (10.38),

p ¼ r½xðoÞ � S� � k1

p2ðk2 � k1Þ � p1c
:

The auditing probability is decreasing in the return in the good state ðk2Þ and the

firm’s own contribution S. If the firm invests little in the project and borrows more,

then the firm receives less of the project’s return in the good state, increasing its

incentive to falsely claim that the bad state occurred. To remove this incentive, the

probability of auditing must rise.

Bernanke and Gertler characterized the expected costs of project auditing, p1pc, as

the agency costs due to asymmetric information. As they showed, some firms with in-

termediate values of o (i.e., neither the most nor the least e‰cient) will find that the

investment project is not worth undertaking if they have only low levels of internal

funds to invest. The probability of auditing that lenders would require makes agency

costs too high to justify the investment. If the firm had a higher level of internal
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funds, it would undertake the project. Even though the opportunity costs of funds

r and the project inputs x and returns (k1 and k2) have not changed, variations in

S can alter the number of projects undertaken. This illustrates how investment levels

may depend on the firm’s internal sources of financing. Agency costs drive a wedge

between the costs of internal and external funds, so investment decisions will de-

pend on variables such as cash flow that would not play a role if information were

perfect. Since a recession will worsen firms’ balance sheets, reducing the availability

of internal funds, the resulting rise in agency costs and the reduction in investment

may serve to amplify the initial cause of a recession.

10.5.5 Macroeconomic Implications

The presence of credit market imperfections can play a role in determining how the

economy responds to economic disturbances and how these disturbances are propa-

gated throughout the economy and over time. Various partial equilibrium models

have provided insights into how imperfect information and costly state verification

a¤ect the nature of credit market equilibria. The next step is to embed these partial

equilibrium models of the credit market within a general equilibrium macroeconomic

model so that the qualitative and quantitative importance of credit channels can be

assessed. As Bernanke, Gertler, and Gilchrist (1996) discussed, there are di‰culties in

taking this step. For one, distributional issues are critical. Private sector borrowing

and lending do not occur in a representative-agent world, so agents must di¤er in

ways that give rise to borrowers and lenders. And both the source of credit and the

characteristics of the borrower matter, so not all borrowers and not all lenders are

alike. Changes in the distribution of wealth or the distribution of cash flow can a¤ect

the ability of agents to obtain credit. Incorporating heterogeneity among agents in a

tractable general equilibrium model can lead to new complexities when the nature

of debt and financial contracts in the model economy should be derived from the

characteristics of the basic technology and informational assumptions of the model

environment.

General Equilibrium Models

Two early examples of general equilibrium models designed to highlight the role of

credit factors are due to Williamson (1987b) and Bernanke and Gertler (1989). In

these models, credit markets play an important role in determining how the economy

responds to a real productivity shock. Williamson embedded his model of financial

intermediation with costly monitoring (see section 10.5.3) in a dynamic general equi-

librium model. In response to shocks to the riskiness of investment, credit rationing

increases, loans from intermediaries fall, and investment declines. The decline in

investment reduces future output and contributes to the propagation of the initial

shock. Bernanke and Gertler (1989) incorporated the model of costly state verifica-
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tion reviewed in section 10.5.4 into a general equilibrium framework in which shocks

to productivity drive the business cycle dynamics. A positive productivity shock in-

creases the income of the owners of the production technology; this rise in their net

worth lowers agency costs associated with external financing of investment projects,

allowing for increased investment. This serves to propagate the shock through time.

Kiyotaki and Moore (1997) developed a model that illustrates the role of net

worth and credit constraints on equilibrium output. In their model economy, there

are two types of agents. One group, called farmers, can combine their own labor

with land to produce output. They can borrow to purchase additional land but face

credit constraints in so doing. These constraints arise because a farmer’s labor input

is assumed to be critical to production—once a farmer starts producing, no one else

can replace him—and the farmer is assumed to be unable to precommit to work.

Thus, if any creditor attempts to extract too much from a farmer, the farmer can

simply walk away from the land, leaving the creditor with only the value of the

land; all current production is lost. The inability to precommit to work plays a role

similar to the assumption of cost state verification; in this case, the creditor is unable

to monitor the farmer to ensure that he continues to work. As a result, the farmer’s

ability to borrow will be limited by the collateral value of his land.

Letting kt denote the quantity of land cultivated by farmers, output by farmers is

produced according to a linear technology:

y
f
tþ1 ¼ ðaþ cÞkt;

where ckt is nonmarketable output (‘‘bruised fruit’’ in the farmer analogy) that can

be consumed by the farmer.

The creditors in Kiyotaki and Moore’s model are called gatherers. They too can

use land to produce output, employing a technology characterized by decreasing

returns to scale. The output of gatherers is

y
g
tþ1 ¼ Gðk � ktÞ; G 0 b 0; G 00 a 0;

where k is the total fixed stock of land, so k � kt is the land cultivated by gatherers.

Utility of both farmers and gatherers is assumed to be linear in consumption, al-

though gatherers are assumed to discount the future more. Because of the linear

utility, and the assumption that labor generates no disutility, the socially e‰cient al-

location of the fixed stock of land between the two types of agents would ensure that

the marginal product of land is equalized between the two production technologies, or

G 0ðk � k �Þ ¼ aþ c; ð10:46Þ
where k� is the e‰cient amount of land allocated to farmers.
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Consider the market equilibrium. Taking the gatherers first, given that they are not

credit-constrained and have linear utility, the real rate of interest will simply equal

the inverse of their subjective rate of time preference: R ¼ 1=b.33 Again exploiting

the unconstrained nature of the gatherers’ decision, the value of a unit of land, qt,

must satisfy

qt ¼ b½G 0ðk � ktÞ þ qtþ1�:
The present value of a unit of land is just equal to the discounted marginal return G 0

plus its resale value at time tþ 1. Since b ¼ R�1, this condition can be rewritten as

1

R
G 0ðk � ktÞ ¼ qt � qtþ1

R
1 ut: ð10:47Þ

The variable ut will play an important role in the farmers’ decision problem. To in-

terpret it, qtþ1=R is the present value of land in period tþ 1. This represents the col-

lateralized value of a unit of land; a creditor who lends qtþ1=R or less against a piece

of land is sure of being repaid. The price of a unit of land at time t is qt, so ut is the

di¤erence between the cost of the land and the amount that can be borrowed against

the land. It thus represents the downpayment a farmer will need to make in order to

purchase more land.

Kiyotaki and Moore constructed the basic parameters of their model to ensure

that farmers will wish to consume only their nonmarketable output ðckt�1Þ. Farmers

then use the proceeds of their marketable output plus new loans minus repayment of

old loans (including interest) to purchase more land. However, the maximum a

farmer can borrow will be the collateralized value of the land, equal to qtþ1kt=R.

Hence, if bt is the farmer’s debt,

bt a
qtþ1kt

R
: ð10:48Þ

This can be shown to be a binding constraint in equilibrium, and the change in the

farmer’s land holdings will be

qtðkt � kt�1Þ ¼ akt�1 þ qtþ1kt

R
� Rbt�1;

where bt�1 is debt incurred in the previous period. Rearranging,

33. The standard Euler condition for optimal consumption requires that ucðtÞ ¼ bRucðtþ 1Þ, where ucðsÞ
is the marginal utility of consumption at date s. With linear utility, ucðtÞ ¼ ucðtþ 1Þ ¼ h for some constant
h. Hence, h ¼ bRh or R ¼ 1=b.
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kt ¼ ðaþ qtÞkt�1 � Rbt�1

ut
: ð10:49Þ

The numerator of this expression represents the farmer’s net worth—current output

plus land holdings minus existing debt. With ut equal to the required down payment

per unit of land, the farmer invests his entire net worth in purchasing new land.

To verify that the borrowing constraint is binding, it is necessary to show that the

farmer always finds it optimal to use all marketable output to purchase additional

land (after repaying outstanding loans). Suppose instead that the farmer consumes a

unit of output over and above ckt�1. This yields marginal utility uc (a constant by the

assumption of linear utility), but by reducing the farmer’s land in period t by 1=ut,

this additional consumption costs

uc bf
c

ut
þ b2

f

a

ut

c

utþ1
þ bf

a

utþ1

c

utþ2
þ � � �

� �
� � �

� �
� � �

� �
� � �

� �� �
since the 1=ut units of land purchased at time t would have yielded additional con-

sumption c=ut plus marketable output a=ut that could have been used to purchase

more land that would have yielded c=utþ1 in consumption, and so on. Each of these

future consumption additions must be discounted back to time t using the farmer’s

discount rate bf . It will be demonstrated subsequently that the steady-state value of

u will be a. Making this substitution, the farmer will always prefer to use marketable

output to purchase land if

1 < bf
c

a
þ b2

f

a

a

c

a
þ bf

a

a

c

a
þ � � �

� �
� � �

� �
� � �

� �
� � �

� �� �
¼ bf

1� bf

c

a
;

or

aþ c

a
>

1

bf
> R: ð10:50Þ

Kiyotaki and Moore assumed that c is large enough to ensure that this condition

holds. This means farmers would always like to postpone consumption and will bor-

row as much as possible to purchase land. Hence, the borrowing constraint will bind.

Equation (10.49) can be written as utkt ¼ ðaþ qtÞkt�1 � Rbt�1. But Rbt�1 ¼ qtkt�1

from (10.48), so utkt ¼ akt�1. Now using (10.47) to eliminate ut, the capital stock

held by farmers satisfies the following di¤erence equation:

1

R
G 0ðk � ktÞkt ¼ akt�1: ð10:51Þ
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Assuming standard restrictions on the gatherers’ production function, (10.51) defines

a convergent path for the land held by farmers.34 The steady-state value of k is then

given as the solution kss to

1

R
G 0ðk � kssÞ ¼ a: ð10:52Þ

Multiplying through by R, G 0ðk � kssÞ ¼ Ra. From (10.47) this implies

uss ¼ a:

Equation (10.52) can be compared with (10.46), which gives the condition for an

e‰cient allocation of land between farmers and gatherers. The e‰cient allocation of

land to farmers, k �, was such that G 0ðk � k �Þ ¼ aþ c > Ra ¼ G 0ðk � kssÞ, where the
inequality sign is implied by (10.50). Since the marginal product of gatherers’ output

is positive but declines with the amount of land held by gatherers, it follows that

kss < k �. The market equilibrium is characterized by too little land in the hands of

farmers. As a consequence, aggregate output is too low.

Using the definition of u, the steady-state price of land is equal to qss ¼ Ra=

ðR� 1Þ, and steady-state debt is equal to bss ¼ qssk ss=R ¼ akss=ðR� 1Þ. The farm-

er’s debt repayments each period are then equal to Rbss ¼ ½R=ðR� 1Þ�akss > akss.

Kiyotaki and Moore extended this basic model to allow for reproducible capital

and were able to study the dynamics of the more general model. The simple version,

though, allows the key channels through which credit a¤ects the economy’s equilib-

rium to be highlighted. First, output is ine‰ciently low because of borrowing restric-

tions; even though farmers have access to a technology that at the steady state is

more productive than that of gatherers, they cannot obtain the credit necessary to

purchase additional land. Second, the ability of farmers to obtain credit is limited

by their net worth. Equation (10.49) shows how the borrowing constraint makes

land holdings at time t dependent on net worth (marketable output plus the value of

existing land holdings minus debt). Third, land purchases by farmers will depend on

asset prices. A fall in the value of land that is expected to persist (so qt and qtþ1 both

fall) reduces the farmers’ net worth and demand for land. This follows from (10.49),

which can be written as kt ¼ ðqtkt�1=utÞ þ ðakt�1 � Rbt�1Þ=ut. A proportional fall in

qt and qtþ1 leaves the first term, qtkt�1=ut, unchanged. The second term increases in

absolute value, but at the steady state, Rb > ak, so this term is negative. Thus, farm-

ers’ net worth declines with a fall in land prices.

These mechanisms capture the financial accelerator e¤ects, as can be seen by con-

sidering the e¤ects of an unexpected but transitory productivity shock. Suppose the

34. As long as G 0ðk � kÞ is monotonically increasing in k, G 0ðkÞ < a, and G 0ð0Þ > a, there will be a single
stable equilibirum.
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output of both farmers and gatherers increases unexpectedly at time t. If the econ-

omy was initially at the steady state, then if D is the productivity increase for farmers,

(10.49) implies

uðktÞkt ¼ ðaþ Daþ qt � qssÞkss; ð10:53Þ
since qssk ss ¼ Rbss from the borrowing constraint, and the required downpayment u

is written as a function of k.35 Two factors are at work in determining the impact of

the productivity shock on the farmers’ demand for land. First, because marketable

output rises by Dakss, this directly increases farmers’ demand for land. Second, the

term ðqt � qssÞkss represents a capital gain on existing holdings of land. Both factors

act to increase farmers’ net worth and their demand for land.

One way to highlight the dynamics is to examine a linear approximation to (10.53)

around the steady state. Letting e denote the elasticity of the user cost of land uðkÞ
with respect to k, the left side of (10.53) can be approximated by

akss½1þ ð1þ eÞk̂k�;
using the fact that uðkssÞ ¼ a and letting x̂x denote the percentage deviation of a vari-

able x around the steady state.36 The right side is approximated by

ðaþ Daþ qssq̂qtÞkss:

Equating these two and using the steady-state result that qss ¼ Ra=ðR� 1Þ yields

ð1þ eÞk̂k ¼ Dþ R

R� 1
q̂qt: ð10:54Þ

The capital gain e¤ect on farmers’ land purchases is, as Kiyotaki and Moore empha-

sized, scaled up by R=ðR� 1Þ > 1 because farmers are able to leverage their net

worth. This factor can be quite large; if R ¼ 1:05, the coe‰cient on q̂qt is 21.

The asset price e¤ects of the temporary productivity shock reinforce the original

disturbance. These e¤ects also generate a channel for persistence. When more land

is purchased in period t, the initial rise in aggregate output persists.37

Agency Costs and General Equilibrium

Carlstrom and Fuerst (1997) embedded a model of agency costs based on Bernanke

and Gertler (1989) in a general equilibrium framework that can be used to investigate

35. Recall that ut ¼ G 0ðk � ktÞ=R, from (10.47).

36. The elasticity e is equal to ½u 0ðk ssÞk ss�=uðk ssÞ ¼ u 0ðk ssÞk ss=a, where u 0 denotes the derivative of u with

respect to k. Since u is increasing in k � k, u 0 < 0.

37. Recall that at the margin, farmers are more productive than gatherers; a shift of land from gatherers to
farmers raises total output.
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the model’s qualitative and quantitative implications. In particular, they studied the

way agency costs arising from costly state verification a¤ect the impact that shocks

to net worth have on the economy.38

In their model, entrepreneurs borrow external funds in an intraperiod loan market

to invest in a project that is subject to idiosyncratic productivity shocks. Suppose en-

trepreneur j has a net worth of nj and borrows ij � nj . The project return is oj ij,

where oj is the idiosyncratic productivity shock. Entrepreneurs have private informa-

tion about this shock, whereas lenders can observe it only by incurring a cost. If the

interest rate on the loan to entrepreneur j is rkj , then the borrower defaults if

oj <
ð1þ rkj Þðij � njÞ

ij
1oj:

If the realization of oj is less than oj, the entrepreneur’s resources, oj ij, are less than

the amount needed to repay the loan, ð1þ rkj Þðij � njÞ. If default occurs, the lender

monitors the project at a cost mij.

Carlstrom and Fuerst derived the optimal loan contract between entrepreneurs

and lenders and showed that it is characterized by ij and oj. Given these two param-

eters, the loan interest rate is

1þ rkj ¼ oj ij

ij � nj
:

Suppose the distribution function of oj is FðojÞ. The probability of default is

FðojÞ. Let q denote the end-of-period price of capital. If the entrepreneur does not

default, she receives qoj ij � ð1þ rkj Þðij � njÞ. If the borrower defaults, she receives

nothing. If f ðoÞ is defined as the fraction of expected net capital output received by

the entrepreneur, then

qij f ðojÞ1 q

ðy
o

oijFðdoÞ � ½1�FðojÞ�ð1þ rkj Þðij � njÞ
� �

¼ qij

ðy
o

oFðdoÞ � ½1�FðojÞ�oj

� �
: ð10:55Þ

The expected income of the lender is

q

ðo
0

oijFðdoÞ � mijFðojÞ þ ½1�FðojÞ�ð1þ rkj Þðij � njÞ
� �

:

38. See also Kocherlakota (2000).
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If gðojÞ is defined as the fraction of expected net capital output received by the

lender, then

qijgðojÞ1 qij

ðo
0

oFðdoÞ � mFðojÞ þ ½1�FðojÞ�oj

� �
: ð10:56Þ

By adding together (10.55) and (10.56), one finds that

f ðojÞ þ gðojÞ ¼ 1� mFðojÞ < 1: ð10:57Þ
Hence, the total expected income to the entrepreneur and the lender is less than the

total expected project return (the fractions sum to less than 1) because of the expected

monitoring costs.

The optimal lending contract maximizes qif ðoÞ subject to
qigðoÞb i � n ð10:58Þ
and

qif ðoÞb n;

where, for convenience, the j notation has been dropped. The first constraint reflects

the assumption that these are intraperiod loans, so the lender just needs to be indif-

ferent between lending and retaining funds. The second constraint must hold if the

entrepreneur is to participate; it ensures that the expected payout to the entrepreneur

is greater than the net worth the entrepreneur invests in the project. Carlstrom and

Fuerst showed that this second constraint always holds, so it will be ignored in the

following. Using (10.57), the optimal loan contract solves

max
i;o

fqif ðoÞ þ l½qið1� mF� f ðoÞÞ � i þ n�g:

The first-order conditions for i and o are

qf ðoÞ þ l½qð1� mF� f ðoÞÞ � 1� ¼ 0 ð10:59Þ
and

qif 0ðoÞ � lqiðmfþ f 0ðoÞÞ ¼ 0;

where f ¼ F 0 is the density function for o. Solving this second equation for l,

l 1þ mfðoÞ
f 0ðoÞ

� �
¼ 1: ð10:60Þ

Now multiplying both sides of (10.59) by ½1þ mfðoÞ=f 0ðoÞ� and using (10.60) yields,

after some rearrangement,
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q 1� mFþ mfðoÞ f ðoÞ
f 0ðoÞ

� �
¼ 1: ð10:61Þ

Finally, from the constraint (10.58),

qigðoÞ ¼ i � n: ð10:62Þ
Equation (10.61) determines o as a function of the price of capital q, the distribu-

tion of the shocks, and the cost of monitoring. All three of these factors are the same

for all entrepreneurs, so all borrowers face the same o, justifying the dropping of the

j subscript. Writing o ¼ oðqÞ, investment i can be expressed using (10.62) as a func-

tion of q and n:

iðq; nÞ ¼ 1

1� qgðoðqÞÞ
� �

n: ð10:63Þ

Expected capital output is

I sðq; nÞ ¼ iðq; nÞ½1� mFðoÞ�: ð10:64Þ
The optimal contract has been derived while taking the price of capital, q, as

given. In a general equilibrium analysis, this price must also be determined. To com-

plete the model specification, assume that firms produce output using a standard neo-

classical production function employing labor and capital:

Yt ¼ ytFðKt;HtÞ;
where yt is an aggregate productivity shock. Factor markets are competitive. House-

holds supply labor and rent capital to firms. If households wish to accumulate more

capital, they can purchase investment goods at the price qt from a mutual fund that

lends to entrepreneurs. These entrepreneurs then create capital goods using the proj-

ect technology just described and end the period by making their consumption deci-

sion.39 This last choice then determines the net worth entrepreneurs carry into the

following period.

If net worth is constant, Carlstrom and Fuerst showed, their general equilibrium

model can be mapped into a standard real business cycle model with capital adjust-

39. Carlstrom and Fuerst assumed that entrepreneurs discount the future more heavily than households
and that their utility is linear. The Euler condition for entrepreneurs is

qt ¼ bgEt½qtþ1ð1� dÞ þ FK ðtþ 1Þ� qtþ1 f ðotþ1Þ
1� qtþ1gðotþ1Þ
� �

; 0 < g < 1;

where the first term on the right side is the return to capital and the second term is the additional return on
internal funds.
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ment costs. They argued that agency costs therefore provide a means of endogenizing

adjustment costs. Because net worth is not constant in their model, however, varia-

tions in entrepreneur net worth can serve to propagate shocks over time. For exam-

ple, a positive productivity shock increases the demand for capital, and this pushes

up the price of capital. By increasing entrepreneurs’ net worth, the rise in the price

of capital increases the production of capital (see (10.64)). By boosting the return on

internal funds, the rise in the price of capital also induces entrepreneurs to reduce

their own consumption to build up additional net worth. The endogenous response

of net worth causes investment to display a hump-shaped response to an aggregate

productivity shock. This type of response is more consistent with empirical evidence

than is the response predicted by a standard real-business-cycle model in which the

maximum impact of a productivity shock on investment occurs in the initial period.

Agency Costs and Sticky Prices

In chapter 6, it was emphasized that nominal rigidities play an important role in

transmitting monetary policy disturbances to the real economy. Bernanke, Gertler,

and Gilchrist (1999) combined nominal rigidities with an agency cost model to

explore the interactions between credit market factors and price stickiness. They

developed a tractable framework by employing a model with three types of agents:

households, entrepreneurs, and retailers. Entrepreneurs borrow to purchase capital.

Costly state verification in the Bernanke, Gertler, and Gilchrist model implies that

investment will depend positively on entrepreneurs’ net worth, just as it did in the

Carlstrom and Fuerst (1997) model (see (10.63)). Entrepreneurs use capital and labor

to produce wholesale goods. These wholesale goods are sold in a competitive goods

market to retailers. Retailers use wholesale goods to produce di¤erentiated consumer

goods that are sold to households. Wholesale prices are flexible, but retail prices are

sticky. This model exhibits a financial accelerator (Bernanke, Gertler, and Gilchrist

1996); movements in asset prices a¤ect net worth and amplify the impact of an initial

shock to the economy.

Sticky price adjustment in the retail sector is modeled following Calvo (see chapter

6) so that in each period there is a fixed probability that the individual retail firm can

adjust its price. When a firm does adjust, it sets its price optimally. As a result, the

rate of inflation of retail prices is a function of expected future inflation and given

by real marginal cost in the retail sector. Since retail firms simply purchase wholesale

goods at the competitive wholesale price Pw
t and resell these goods to households,

real marginal cost for retailers is just the ratio of wholesale to retail prices.

Bernanke, Gertler, and Gilchrist (1999) calibrated a log-linearized version of their

model to study the role the financial accelerator plays in propagating the impact of a

monetary policy shock. They found that it increases the real impact of a policy shock.

A positive nominal interest rate shock reduces the demand for capital, and this low-

ers the price of capital. The decline in the value of capital lowers entrepreneurs’ net
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worth. As a consequence, the finance premium demanded by lenders rises, and this

further reduces investment demand. Thus, a multiplier e¤ect operates to amplify the

initial impact of the interest rate rise. The contraction in the wholesale sector lowers

wholesale prices relative to sticky retail prices. The retail price markup increases,

reducing retail price inflation.

The financial crisis of 2007–2009 has led to a rapidly growing literature that incor-

porates financial frictions, often based on the Bernanke, Gertler, and Gilchrist (1999)

approach, in models with nominal rigidities designed to address monetary policy

issues. For example, in a model without capital, Demirel (2007) assumed firms must

borrow to finance inputs into the production process. Christiano, Motto, and Ros-

tagno (2007) embedded the Bernanke-Gertler-Gilchrist model of agency costs in a

DSGE model with sticky wages and prices, which they then fit to U.S. and euro

area data. De Fiore and Tristani (2008) developed a model with sticky prices and

costly state verification that leads to agency costs because firms must borrow to fi-

nance their wage payments. Cúrdia and Woodford (2008) allowed for interest rates

paid by borrowers and received by savers to di¤er. They found that the optimal

Taylor rule calls for responding to credit spreads. Monacelli (2008) added financial

frictions by incorporating the presence of collateral constraints on borrowing by the

household sector. In the context of open-economy models, Gertler, Gilchrist, and

Natalucci (2007) embedded the financial accelerator into a model of a small open

economy to study the role of exchange rate regimes. They found that financial fric-

tions play a significant role in accounting for output declines in the face of an exoge-

nous rise in the country’s risk premium.

10.6 Does Credit Matter?

Given the global recession triggered by the financial crisis beginning in the United

States in 2007, the question of whether credit matters seems to be easily answered

with a resounding yes. However, the role of credit and its importance for understand-

ing macroeconomic fluctuations has historically been a source of controversy. If

credit channels are important for the monetary transmission process, then evolution

in financial markets due to changes in regulations or financial innovations will change

the manner in which monetary policy a¤ects the real economy. This also implies that

the level of real interest rates may not provide a su‰cient indicator of the stance of

monetary policy. And credit shocks may have played an independent role in creating

economic fluctuations. In this section, the empirical evidence on the credit channel

is reviewed. The coverage is selective; a number of surveys discuss (and extend) the

empirical work in the area (Gertler 1988; Gertler and Gilchrist 1993; Ramey 1993;

Kashyap and Stein 1994; Hubbard 1995; Bernanke, Gertler, and Gilchrist 1996).
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In an influential article, Bernanke (1983) provided evidence consistent with an im-

portant role for nonmonetary financial factors in accounting for the severity of the

Great Depression in the United States. After controlling for unexpected money

growth, he found that proxies for the financial crises of the early 1930s contributed

significantly to explaining the growth rate of industrial production in his regression

analysis.40 If pure monetary causes were responsible for the decline in output during

the Depression, the other measures of financial disruptions should not add explana-

tory power to the regression.

As Bernanke noted, his evidence is ‘‘not inconsistent’’ with the proposition that the

financial crisis in the United States represented a distinct nonmonetary channel

through which real output was a¤ected during the Depression. The evidence is not

conclusive, however; an alternative hypothesis is simply that the Depression itself

was the result of nonmonetary factors (or at least factors not captured by unantici-

pated money growth) and that these factors caused output to decline, businesses to

fail, and banks to close. By controlling only for unanticipated money growth, Ber-

nanke’s measures of financial crisis may only have been picking up the e¤ects of the

underlying nonmonetary causes of the Depression. Still, Bernanke’s results o¤ered

support for the notion that the massive bank failures of the 1930s in the United

States were not simply a sideshow but were at least partially responsible for the out-

put declines.

Attempts to isolate a special role for credit in more normal business cycle periods

have been plagued by what are essentially similar identification problems. Are move-

ments in credit aggregates a reflection of shifts in demand resulting from e¤ects oper-

ating through the traditional money channel, or do they reflect supply factors that

constitute a distinct credit channel? Most macroeconomic variables behave similarly

under either a money view or a credit view, so distinguishing between the two views

based on time series evidence is di‰cult. For example, under the traditional money

channel view, a contractionary shift in monetary policy raises interest rates and

reduces investment spending. The decline in investment is associated with a decline

in credit demand, so quantity measures of both bank and nonbank financing should

fall. The competing theories are not su‰ciently powerful to permit sharp predictions

about the timing of interest rate, money, credit, and output movements that would

allow the alternative views to be tested. As a consequence, much of the empirical

work has focused on compositional e¤ects, seeking to determine whether there are

di¤erential impacts of interest rate and credit movements that might distinguish be-

tween the alternative views.

40. Bernanke employed the real change in the deposits at failing banks and the real change in the liabilities
of failing businesses as measures of the financial crises.
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10.6.1 The Bank Lending Channel

Discussions of the credit channel often distinguish between a bank lending channel

and a broader financial accelerator mechanism.41 The bank lending channel empha-

sizes the special nature of bank credit and the role of banks in the economy’s finan-

cial structure. In the bank lending view, banks play a particularly critical role in the

transmission of monetary policy actions to the real economy. Policy actions that af-

fect the reserve positions of banks will generate adjustments in interest rates and

in the components of the banking sector’s balance sheet. Traditional models of the

monetary transmission mechanism focus on the impact of these interest rate changes

on money demand and on consumption and investment decisions by households and

firms. The ultimate e¤ects on bank deposits and the supply of money are reflected in

adjustments to the liability side of the banking sector’s balance sheet.

The e¤ects on banking sector reserves and interest rates also influence the supply

of bank credit, the asset side of the balance sheet. If banks cannot o¤set a decline in

reserves by adjusting securities holdings or raising funds through issuing nonreserv-

able liabilities (such as CDs in the United States), bank lending must contract. If

banking lending is special in the sense that bank borrowers do not have close substi-

tutes for obtaining funds, variation in the availability of bank lending may have an

independent impact on aggregate spending. Key, then, to the bank lending channel is

the lack of close substitutes for deposit liabilities on the liability side of the banking

sector’s balance sheet and the lack of close substitutes for bank credit on the part of

borrowers.

Imperfect information plays an important role in credit markets, and bank credit

may be special, that is, have no close substitutes, because of information advantages

banks have in providing both transactions services and credit to businesses. Small

firms in particular may have di‰culty obtaining funding from nonbank sources, so

a contraction in bank lending will force these firms to contract their activities.

Banks play an important role in discussions of the monetary transmission mecha-

nism, but the traditional approach stresses the role of bank liabilities as part of the

money supply. Part of the reason for the continued focus on the liabilities side is the

lack of convincing empirical evidence that bank lending plays a distinct role in

the transmission process through which monetary policy a¤ects the real economy.

As C. Romer and Romer (1990b) summarized this literature, ‘‘A large body of recent

theoretical work argues that the Federal Reserve’s leverage over the economy may

stem as much from the distinctive properties of the loans that banks make as from

the unique characteristics of the transaction deposits that they receive. . . . Examining

41. A variety of excellent surveys and overviews of the credit channel is available. These include Gertler
(1988); Bernanke (1993); Gertler and Gilchrist (1993); Ramey (1993); Kashyap and Stein (1994); Bernanke
and Gertler (1995); Cecchetti (1995); Hubbard (1995); and Bernanke, Gertler, and Gilchrist (1999).
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the behavior of financial variables and real output in a series of episodes of restrictive

monetary policy, we are unable to find any support for this view’’ (196–197).

One of the first attempts to test for a distinct bank lending channel was that of S.

King (1986). He found that monetary aggregates were better predictors of future out-

put than were bank loans. More recently, Romer and Romer (1990b) and Ramey

(1993) reached similar conclusions. Unfortunately, existing theories are usually not

rich enough to provide sharp predictions about timing patterns that are critical for

drawing conclusions from evidence on the predictive content of macroeconomic vari-

ables. This is particularly true when behavior depends on forward-looking expecta-

tions. Anticipations of future output movements can lead to portfolio and financing

readjustments that will a¤ect the lead-lag relationship between credit measures and

output. Because a decline in output may be associated with inventory buildups, the

demand for short-term credit can initially rise, and the existence of loan commit-

ments will limit the ability of banks to alter their loan portfolios quickly. These fac-

tors make money credit and output timing patterns di‰cult to interpret.

In part, Romer and Romer’s negative assessment reflects the di‰cult identification

problem mentioned earlier. A policy-induced contraction of bank reserves will lead

to a fall in both bank liabilities (deposits) and bank assets (loans and securities).

With both sides of the banking sector’s balance sheet shrinking, it is clearly di‰cult

to know whether to attribute a subsequent decline in output to the money channel,

the credit channel, or both.42 Kashyap, Stein, and Wilcox (1993) addressed this

problem by examining the composition of credit between bank and nonbank sources.

Under the money view, a contractionary policy raises interest rates, lowering aggre-

gate demand and the total demand for credit. Consequently, all measures of out-

standing credit should decline. Under the bank lending view, the contractionary

policy has a distinct e¤ect in reducing the supply of bank credit. With bank credit

less available, borrowers will attempt to substitute other sources of credit, and the

relative demand for nonbank credit should rise. Thus, the composition of credit

should change if the bank lending view is valid, with bank credit falling more in re-

sponse to contractionary monetary policy than other forms of credit.

Kashyap, Stein, and Wilcox did find evidence for the bank lending channel when

they examined aggregate U.S. data on bank versus nonbank sources of finance, the

latter measured by the stock of outstanding commercial paper. Using the Romer and

Romer (1990a) dates to identify contractionary shifts in monetary policy,43 Kashyap,

42. The identification problems are not quite so severe in attempting to estimate the role of credit supply
versus credit demand shocks on the economy. A contractionary bank credit supply shock would generally
lower loan quantity and raise loan interest rates; a contraction in loan quantity caused by a demand shock
would lower loan interest rates.

43. C. Romer and Romer (1990a) based their dating of monetary policy shifts on a reading of FOMC
documents. See chapter 1.
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Stein, and Wilcox found that the financing mix shifts away from bank loans follow-

ing a monetary contraction. However, this occurs primarily because of a rise in com-

mercial paper issuance, not a contraction in bank lending. Den Haan, Summer, and

Yamashiro (2007) find that commercial lending at banks actually increases following

a contractionary monetary policy shock.

Evidence based on aggregate credit measures can be problematic, however, if bor-

rowers are heterogeneous in their sensitivity to the business cycle and in the types of

credit they use. For example, the sales of small firms fluctuate more over the business

cycle than those of large firms, and small firms are more reliant on bank credit than

large firms that have greater access to the commercial paper market. Contractionary

monetary policy that causes both small and large firms to reduce their demand for

credit will cause aggregate bank lending to fall relative to nonbank financing as small

firms contract more than large firms. This could account for the behavior of the debt

mix even in the absence of any bank lending channel. Oliner and Rudebusch (1995;

1996b) argued that this is exactly what happens. Using disaggregate data on large

and small firms, they showed that in response to a monetary contraction, there is

no significant e¤ect on the mix of bank/nonbank credit used by either small or large

firms. Instead, the movement in the aggregate debt mix arises because of a general

shift of short-term debt away from small firms and toward large firms. They con-

cluded that the evidence does not support the bank lending channel as an important

part of the transmission process of monetary policy. Similar conclusions were

reached by Gertler and Gilchrist (1994) in an analysis also based on disaggregated

data.

While the bank lending channel as part of the monetary policy transmission pro-

cess may not be operative, it might still be the case that shifts in bank loan supply

are a cause of economic fluctuations. In the United States, the 1989–1992 period gen-

erated a renewed interest in credit channels and monetary policy.44 An unusually

large decline in bank lending and stories, particularly from New England, of firms

facing di‰culty borrowing led many to seek evidence that credit markets played an

independent role in contributing to the 1990–1991 recession. One di‰culty in

attempting to isolate the impact of credit supply disturbances is the need to separate

movements caused by a shift in credit supply from movements due to changes in

credit demand.

Walsh and Wilcox (1995) estimated a monthly VAR in which bank loan supply

shocks are identified with innovations in the prime lending rate. They showed that

their estimated loan supply innovations are related to changes in bank capital ratios,

44. See, for example, Bernanke and Lown (1992); the papers collected in Federal Reserve Bank of New
York (1994); and Peek and Rosengren (1995).
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changes in required reserves, and the imposition of credit controls. This provides

some evidence that the innovations are actually picking up factors that a¤ect the

supply of bank loans. While prime rate shocks are estimated to lower loan quantity

and output, they were not found to play a major causal role in U.S. business cycles,

although their role was somewhat atypically large during the 1990–1991 recession.

10.6.2 The Broad Credit Channel

The broad credit channel is not restricted to the bank lending channel. Credit market

imperfections may characterize all credit markets, influencing the nature of financial

contracts, raising the possibility of equilibria with rationing, and creating a wedge

between the costs of internal and external financing. This wedge arises because of

agency costs associated with information asymmetries and the inability of lenders to

monitor borrowers costlessly. As a result, cash flow and net worth become important

in a¤ecting the cost and availability of finance and the level of investment spending.

A recession that weakens a firm’s sources of internal finance can generate a financial

accelerator e¤ect; the firm is forced to rely more on higher-cost external funds just at

the time the decline in internal finance drives up the relative cost of external funds.

Contractionary monetary policy that produces an economic slowdown will reduce

firm cash flow and profits. If this policy increases the external finance premium, there

will be further contractionary e¤ects on spending. In this way, the credit channel can

serve to propagate and amplify an initial monetary contraction.

Financial accelerator e¤ects can arise from the adjustment of asset prices to con-

tractionary monetary policy. Borrowers may be limited in the amount they can bor-

row by the value of their assets that can serve as collateral. A rise in interest rates

that lowers asset prices reduces the market value of borrowers’ collateral. This reduc-

tion in value may then force some firms to reduce investment spending as their ability

to borrow declines. The evidence in support of a broad credit channel was surveyed

by Bernanke, Gertler, and Gilchrist (1996), who concluded, ‘‘We now have fairly

strong evidence—at least for the case of firms—that downturns di¤erentially a¤ect

both the access to credit and the real economic activity of high-agency-cost bor-

rowers’’ (14).

Hubbard (1995) and Bernanke, Gertler, and Gilchrist (1996) listed three empirical

implications of the broad credit channel. First, external finance is more expensive for

borrowers than internal finance. This should apply particularly to uncollateralized

external finance. Second, because the cost di¤erential between internal and external

finance arises from agency costs, the gap should depend inversely on the borrower’s

net worth. A fall in net worth raises the cost of external finance. Third, adverse

shocks to net worth should reduce borrowers’ access to finance, thereby reducing

their investment, employment, and production levels.
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If, as emphasized under the broad credit channel, agency costs increase during

recessions and in response to contractionary monetary policy, then the share of credit

going to low-agency-cost borrowers should rise. Bernanke, Gertler, and Gilchrist

characterized this as the flight to quality. Aggregate data are likely to be of limited

usefulness in testing such a hypothesis because most data on credit stocks and flows

are not constructed based on the characteristics of the borrowers. Because small

firms presumably are subject to higher agency costs than large firms, much of the ev-

idence for a broad credit channel has been sought by looking for di¤erences in the

behavior of large and small firms in the face of monetary contractions.

Gertler and Gilchrist (1994) documented that small firms do behave di¤erently

than large firms over the business cycle, being much more sensitive to cyclical fluctu-

ations. Kashyap, Lamont, and Stein (1994) found that inventory investment by firms

without access to public bond markets appears to be a¤ected by liquidity con-

straints.45 Oliner and Rudebusch (1996a) assessed the role of financial factors by

examining the behavior of small and large firms in response to changes in monetary

policy. Interest rate increases in response to a monetary contraction lower asset

values and the value of collateral, increasing the cost of external funds relative to in-

ternal funds. Since agency problems are likely to be more severe for small firms than

for large firms, the linkage between internal sources of funds and investment spend-

ing should be particularly strong for small firms after a monetary contraction. Oliner

and Rudebusch did find that the impact of cash flow on investment increases for

small firms, but not for large firms, when monetary policy tightens.

10.7 Summary

This chapter has examined a number of issues related to financial markets and mon-

etary policy, including the question of price level determinacy with interest rate pegs,

the role of the term structure of interest rates, and imperfect information in credit

markets. The economics of imperfect information provides numerous insights into

the structure of credit markets. Credit market imperfections commonly lead to situa-

tions in which the lender’s expected profits are not monotonic in the interest rate

charged on a loan; expected profits initially rise with the loan rate but can then reach

a maximum before declining. Thus, equilibrium may be characterized by credit

rationing: excess demand fails to induce lenders to raise the loan rate because doing

so lowers their expected profits. Perhaps more important, balance sheets matter.

Variations in borrowers’ net worth a¤ect their ability to gain credit. A recession

45. They focused on the 1981–1982 recession in the United States, a recession typically attributed to tight
monetary policy.
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that lowers cash flows or a decline in asset prices that lowers net worth will reduce

credit availability and increase the wedge between the costs of external and internal

finance. The resulting impact on aggregate demand can generate a financial accelera-

tor e¤ect.

In general, skepticism surrounds the existence and importance of the credit chan-

nel, or at least it did before the financial crisis of 2007–2009. Certainly the previous

evidence on the empirical importance of a distinct bank lending channel for mone-

tary policy was mixed. Although periods of monetary contraction are followed by a

fall in bank credit relative to open market credit, this may reflect simple composition

e¤ects and not a bank lending channel. The access to managed liabilities also sug-

gests that variations in banking sector reserves caused by changes in monetary policy

will a¤ect bank lending mainly through traditional interest rate channels. The evi-

dence for a broad credit channel or for financial accelerator e¤ects is more favorable.

Recessions are associated with a flight to quality. Small firms, a group likely to face

large agency costs in obtaining external financing, are a¤ected more severely during

recessions. Net worth and cash flow do seem to a¤ect investment, inventory, and

production decisions.

10.8 Problems

1. For the model of (10.1)–(10.4) and the policy rule (10.9), find the rational-

expectations equilibrium expression for the price level as a function of mt�1 and the

model shocks. Verify that it fluctuates randomly around the target iT , m ! y, and

the variance of the nominal rate around the targeted value iT will shrink to zero,

but the price level can remain determinate. (Hint: The model can be solved using

the method of undetermined coe‰cients. See She¤rin 1983; McCallum 1989; or

Attfield, Demery, and Duck 1991.)

2. Redo problem (10.1) using the policy rule (10.10) instead of (10.9).

3. Suppose (10.1) is replaced by a Taylor sticky price adjustment model of the type

studied in chapter 6. Is the price level still indeterminate under the policy rule (10.5)?

What if prices adjust according to the Calvo sticky price model?

4. Suppose the money supply process in (10.20) is replaced with

mt ¼ gmt�1 þ sqt�1 þ ft

so that the policymaker is assumed to respond with a lag to the real rate shock, with

the parameter s viewed as a policy choice. Thus, policy involves a choice of g and s,

with the parameter s capturing the systematic response of policy to real interest rate

shocks. Show how the e¤ect of qt on the one- and two-period nominal interest rates
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depends on s. Explain why the absolute value of the impact of qt on the spread be-

tween the long and short rates increases with s.

5. Suppose the money supply process in (10.20) is replaced with

mt ¼ mt�1 þ xt � gxt�1:

Does it depend on g? Does It? Explain.

6. (McCallum 1994a) Suppose the central bank adjusts the short-term rate it in re-

spond to the slope of the term structure: it ¼ it�1 þ lðIt � itÞ þ zt, where z is a white

noise process and jlj < 1 and It is the two-period rate.

a. If the long-term rate is given by (10.25) and xt ¼ rxt�1 þ ut, show that the short-

term rate must satisfy ð1þ lÞit ¼ it�1 þ l
2 ðit þ Etitþ1Þ þ lxt þ zt.

b. Now suppose the solution for it is of the form

it ¼ f0 þ f1it�1 þ f2xt þ f3zt:

Assuming that private agents can observe the contemporaneous values of the two

shocks xt and zt, show that

it ¼ it�1 þ l

1� lr

2

xt þ zt

and

it ¼ 2

l
it�1 þ 2

1� r
xt þ

2

l
zt

are both consistent with equilibrium but that the second of these solutions implies ex-

plosive behavior of the short rate.

510 10 Financial Markets and Monetary Policy



11Monetary Policy Operating Procedures

11.1 Introduction

Previous chapters treated the nominal money supply, the nominal interest rate, or

even inflation as the variable directly controlled by the monetary policymaker. This

approach ignores the actual problems surrounding policy implementation. Central

banks do not directly control the nominal money supply, inflation, or long-term in-

terest rates likely to be most relevant for aggregate spending. Instead, narrow reserve

aggregates, such as the monetary base, or very short-term interest rates, such as the

federal funds rate in the United States, are the variables over which the central bank

can exercise close control. Yet previous chapters have not discussed the specific rela-

tionship between short-term interest rates, other reserve aggregates such as non-

borrowed reserves or the monetary base, and the broader monetary aggregates such

as M1 or M2. And there has been no discussion of the factors that might explain

why many central banks choose to use a short-term interest rate rather than a mone-

tary aggregate as their policy instrument. These issues are addressed in this chapter.

The actual implementation of monetary policy involves a variety of rules, tradi-

tions, and practices, and these collectively are called operating procedures. Operating

procedures di¤er according to the actual instrument the central bank uses in its daily

conduct of policy, the operating target whose control is achieved over short horizons

(e.g., a short-term interest rate versus a reserve aggregate), the conditions under

which the instruments and operating targets are automatically adjusted in light of

economic developments, the information about policy and the types of announce-

ments the monetary authority might make, its choice of variables for which it estab-

lishes targets (e.g., money supply growth or the inflation rate), and whether these

targets are formal or informal.

The objective in examining monetary policy operating procedures is to understand

what instruments are actually under the control of the monetary authority, the fac-

tors that determine the optimal instrument choice, and how the choice of instrument

a¤ects the manner in which short-term interest rates, reserve aggregates, or the



money stock might reflect policy actions and nonpolicy disturbances. After discus-

sing the role of instruments and goals, the chapter examines the factors that deter-

mine the optimal choice of an operating procedure and the relationship between the

choice of operating procedure and the response of the market for bank reserves to

various economic disturbances. Then, a model of a channel system for setting interest

rates is presented. The chapter concludes with a brief history of the Fed’s operating

procedures.

11.2 From Instruments to Goals

Discussions of monetary policy implementation focus on instruments, operating tar-

gets, intermediate targets, and policy goals. Instruments are the variables directly

controlled by the central bank. These typically include an interest rate charged on

reserves borrowed from the central bank, the reserve requirement ratios that deter-

mine the level of reserves banks must hold against their deposit liabilities, and the

composition of the central bank’s own balance sheet (its holdings of government

securities, for example). The instruments of policy are manipulated to achieve a pre-

specified value of an operating target, typically some measure of bank reserves (total

reserves, borrowed reserves, or nonborrowed reserves—the di¤erence between total

and borrowed reserves), or a very short-term rate of interest, usually an overnight

interbank rate (the federal funds rate in the case of the United States).

Goals such as inflation or deviations of unemployment from the natural rate are

the ultimate variables of interest to policymakers; instruments are the actual vari-

ables under their direct control. Intermediate target variables fall between operating

targets and goals in the sequence of links that run from policy instruments to real

economic activity and inflation. Because observations on some or all of the goal vari-

ables are usually obtained less frequently than are data on interest rates, exchange

rates, or monetary aggregates, the behavior of these latter variables can often provide

the central bank with information about economic developments that will a¤ect the

goal variables. For example, faster than expected money growth may signal that real

output is expanding more rapidly than was previously thought. The central bank

might change its operating target (e.g., raise the interbank rate or contract reserves)

to keep the money growth rate on a path believed to be consistent with achieving its

policy goals. In this case, money growth serves as an intermediate target variable.

Under inflation targeting policies, the inflation forecast plays the role of an interme-

diate target (Svensson and Woodford 2005).

Instruments, operating targets, intermediate targets, and goals have been described

in a sequence running from the instruments directly controlled by the central bank to

goals, the ultimate objectives of policy. Actually, policy design operates in the reverse
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fashion: from the goals of policy, to the values of the intermediate targets consistent

with the goals, to the values of the operating targets needed to achieve the intermedi-

ate targets, and finally to the instrument settings that yield the desired values of the

operating targets (Tinbergen 1956). In earlier chapters, inflation and the money sup-

ply were sometimes treated as policy instruments, ignoring the linkages from reserve

markets to interest rates to banking sector behavior to aggregate demand. Similarly,

it is often useful to ignore reserve market behavior and treat an operating target vari-

able, such as the overnight interbank interest rate or a reserve aggregate, as the pol-

icy instrument. Since these two variables can be controlled closely over short time

horizons, they are often also described as policy instruments.

11.3 The Instrument Choice Problem

If the monetary policy authority can choose between employing an interest rate or

a monetary aggregate as its policy instrument, which should it choose? The classic

analysis of this question is due to Poole (1970). He showed how the stochastic

structure of the economy—the nature and relative importance of di¤erent types of

disturbances—would determine the optimal choice of instrument.

11.3.1 Poole’s Analysis

Suppose the central bank must set policy before observing the current disturbances to

the goods and money markets, and assume that information on interest rates, but not

output, is immediately available. This informational assumption reflects a situation

in which the central bank can observe market interest rates essentially continuously,

but data on inflation and output might be available only monthly or quarterly. In

such an environment, the central bank will be unable to determine from a movement

in market interest rates the exact nature of any economic disturbances. To make a

simple parallel with a model of supply and demand, observing a rise in price does

not indicate whether there has been a positive shock to the demand curve or a nega-

tive shock to the supply curve. Only by observing both price and quantity can these

two alternatives be distinguished because a demand shift would be associated with a

rise in both price and quantity, whereas a supply shift would be associated with a rise

in price and a decline in quantity. At the macroeconomic level, an increase in the in-

terest rate could be due to expanding aggregate demand (which might call for con-

tractionary monetary policy to stabilize output) or an exogenous shift in money

demand (which might call for letting the money supply expand). With imperfect in-

formation about economic developments, it will be impossible to determine the

source of shocks that have caused interest rates to move.

Poole asked, in this environment, whether the central bank should try to hold

market interest rates constant or hold a monetary quantity constant while allowing
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interest rates to move. And he assumed that the objective of policy was to stabilize

real output, so he answered the question by comparing the variance of output im-

plied by the two alternative policies.

Poole treated the price level as fixed; to highlight his basic results, the same is done

here. Since the instrument choice problem primarily relates to the decision to hold

either a market rate or a monetary quantity constant over a fairly short period of

time (say, the time between policy board meetings), ignoring price level e¤ects is not

unreasonable as a starting point for the analysis. Poole’s result can be derived in a

simple model given in log terms by

yt ¼ �ait þ ut ð11:1Þ
mt ¼ yt � cit þ vt: ð11:2Þ
Equation (11.1) represents an aggregate demand relationship in which output is a

decreasing function of the interest rate; demand also depends on an exogenous dis-

turbance ut with variance s2
u . Equation (11.2) gives the demand for money as a

decreasing function of the interest rate and an increasing function of output. Money

demand is subject to a random shock vt with variance s2
v . Equilibrium requires that

the demand for money equal the supply of money mt. For simplicity, u and v are

treated as mean zero serially and mutually uncorrelated processes. These two equa-

tions represent a simple IS-LM model of output determination, given a fixed price

level.1

The final aspect of the model is a specification of the policymaker’s objective,

assumed to be the minimization of the variance of output deviations:

E½yt�2; ð11:3Þ
where all variables have been normalized so that the economy’s equilibrium level of

output in the absence of shocks is y ¼ 0.

The timing is as follows: the central bank sets either it or mt at the start of the

period, then the stochastic shocks ut and vt occur, determining the values of the en-

dogenous variables (either yt and it if mt is the policy instrument, or yt and mt if it is

the policy instrument).

When the money stock is the policy instrument, (11.1) and (11.2) can be solved

jointly for equilibrium output:

yt ¼ amt þ cut � avt

aþ c
:

1. Note that the price level has been normalized to equal 1 so that the log of the price level is zero; p ¼ 0.
The income elasticity of money demand has also been set equal to 1.
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Then, setting mt such that E½yt� ¼ 0,2 one obtains yt ¼ ðcut � avtÞ=ðaþ cÞ. Hence,

the value of the objective function under a money supply procedure is

Em½yt�2 ¼ c2s2
u þ a2s2

v

ðaþ cÞ2 ; ð11:4Þ

where it is assumed that u and v are uncorrelated.

Under the alternative policy, it is the policy instrument, and (11.1) can be solved

directly for output. That is, the money market condition is no longer needed, al-

though it will determine the level of mt necessary to ensure money market equilib-

rium. By fixing the rate of interest, the central bank lets the money stock adjust

endogenously to equal the level of money demand given by the interest rate and the

level of income. Setting it such that E½yt� ¼ 0, output will equal ut and

Ei½yt�2 ¼ s2
u : ð11:5Þ

The two alternative policy choices can be evaluated by comparing the variance

of output implied by each. The interest rate operating procedure is preferred to the

money supply operating procedure if and only if

Ei½yt�2 < Em½yt�2;
and, from (11.4) and (11.5), this condition is satisfied if and only if

s2
v > 1þ 2c

a

� �
s2
u : ð11:6Þ

Thus, an interest rate procedure is more likely to be preferred when the variance of

money demand disturbances is larger, the LM curve is steeper (the slope of the LM

curve is 1=c), and the IS curve is flatter (the slope of the IS curve is �1=a). A money

supply procedure will be preferred if the variance of aggregate demand shocks ðs2
uÞ is

large, the LM curve is flat, or the IS curve is steep.3

If only aggregate demand shocks are present (i.e., s2
v ¼ 0), a money rule leads to a

smaller variance for output. Under a money rule, a positive IS shock leads to an in-

crease in the interest rate. This acts to reduce aggregate spending, thereby partially

o¤setting the original shock. Since the adjustment of i acts automatically to stabilize

output, preventing this interest rate adjustment by fixing i leads to larger output

2. This just requires m ¼ 0 because of the normalization.

3. In the context of an open economy in which the IS relationship is yt ¼ �a1it þ a2st þ ut, where st is the
exchange rate, Poole’s conclusions go through without modification if the central bank’s choice is
expressed not in terms of it but in terms of the monetary conditions index it � ða2=a1Þst.
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fluctuations. If only money demand shocks are present, (i.e., s2
u ¼ 0), output can be

stabilized perfectly under an interest rate rule. Under a money rule, money demand

shocks cause the interest rate to move to maintain money market equilibrium; these

interest rate movements then lead to output fluctuations. With both types of shocks

occurring, the comparison of the two policy rules depends on the relative variances

of u and v as well as on the slopes of the IS and the LM curves, as shown by (11.6).

This framework is quite simple and ignores many important factors. To take

just one example, no central bank has direct control over the money supply. Instead,

control can be exercised over a narrow monetary aggregate such as the monetary

base, and variations in this aggregate are then associated with variations in broader

measures of the money supply. To see how the basic framework can be modified to

distinguish between the base as a policy instrument and the money supply, suppose

the two are linked by

mt ¼ bt þ hit þ ot; ð11:7Þ
where b is the (log) monetary base, and the money multiplier (mt � bt in log terms) is

assumed to be an increasing function of the rate of interest (i.e., h > 0). In addition,

ot is a random money multiplier disturbance. Equation (11.7) could arise under a

fractional reserve system in which excess reserves are a decreasing function of the

rate of interest.4 Under an interest rate procedure, (11.7) is irrelevant for output de-

termination, so EiðytÞ2 ¼ s2
u , as before. But now, under a monetary base operating

procedure,

yt ¼ ðcþ hÞut � avt þ aot

aþ cþ h

and

EbðytÞ2 ¼ 1

aþ cþ h

� �2

½ðcþ hÞ2s2
u þ a2ðs2

v þ s2
oÞ�:

The interest rate procedure is preferred over the monetary base procedure if and only

if

s2
v þ s2

o > 1þ 2ðcþ hÞ
a

� �
s2
u :

Because o shocks do not a¤ect output under an interest rate procedure, the presence

of money multiplier disturbances makes a base rule less attractive and makes it more

4. See, for example, Modigliani, Rasche, and Cooper (1970) or McCallum and Hoehn (1983).
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likely that an interest rate procedure will lead to a smaller output variance. This sim-

ple extension reinforces the basic message of Poole’s analysis; increased financial sec-

tor volatility (money demand or money multiplier shocks in the model used here)

increases the desirability of an interest rate policy procedure over a monetary aggre-

gate procedure. If money demand is viewed as highly unstable and di‰cult to predict

over short time horizons, greater output stability can be achieved by stabilizing inter-

est rates, letting monetary aggregates fluctuate. If, however, the main source of short-

run instability arises from aggregate spending, a policy that stabilizes a monetary

aggregate will lead to greater output stability.

This analysis is based on the realistic assumption that policy is unable to identify

and respond directly to underlying disturbances. Instead, policy is implemented by

fixing, at least over some short time interval, the value of an operating target or

policy instrument. As additional information about the economy is obtained, the ap-

propriate level at which to fix the policy instrument changes. So the critical issue is

not so much which variable is used as a policy instrument but how that instru-

ment should be adjusted in light of new but imperfect information about economic

developments.

Poole’s basic model ignores such factors as inflation, expectations, and aggregate

supply disturbances. These factors and many others have been incorporated into

models examining the choice between operating procedures based on an interest

rate or a monetary aggregate (e.g., see Canzoneri, Henderson, and Rogo¤ 1983). B.

Friedman (1990) contains a useful and comprehensive survey. In addition, as Fried-

man stressed, the appropriate definition of the policymaker’s objective function is un-

likely to be simply the variance of output once inflation is included in the model. The

choice of instrument is an endogenous decision of the policymaker and is therefore

dependent on the objectives of monetary policy.

This dependence is highlighted in the analysis of Collard and Dellas (2005). They

employed a new Keynesian model of the type studied in chapter 8 in which house-

holds optimally choose consumption and firms maximize profit subject to a restric-

tion on the frequency with which they can change prices, as in the model of Calvo

(1983).5 Two policy rules are considered. One is a fixed growth rate for the nominal

quantity of money. The second is an interest rate rule that is close to a nominal inter-

est rate peg. The rule does allow a long-run response to inflation that slightly exceeds

1 to ensure determinacy of the rational-expectations equilibrium (see section 8.3.3).

Unlike Poole’s original analysis, in which an ad hoc loss function was used to evalu-

ate policies, Collard and Dellas ranked each rule according to its e¤ect on the welfare

of the representative agent. In a calibrated version of their model, they found that the

5. Collard and Dellas included capital in their model and allowed firms to index prices to nominal growth.
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relative ranking of the rules can di¤er from the ones obtained in Poole’s analysis. For

example, a fiscal policy shock acts to raise nominal interest rates, so the interest rate

rule must allow the money supply to expand to prevent the nominal rate from rising.

This represented a procyclical policy in Poole’s framework, and made the interest

rate rule less desirable than the money rule. However, in the new Keynesian and

other neoclassical frameworks, a rise in government spending reduces consumption,

so the interest rate rule turns out to be countercyclical with respect to consumption.

By stabilizing consumption (which enters the welfare function), the interest rate rule

could actually dominate the money rule for some values of the calibrated parameters.

In response to a positive money demand shock, a money rule causes consumption

and output to fall. However, this induces a negative correlation between consump-

tion and leisure that can actually stabilize utility. Thus, depending on parameter

values, a money rule may outperform an interest rate rule in the face of money

demand shocks. Ireland (2000) evaluated a money rule and an interest rate rule

estimated from post-1980 Federal Reserve behavior. He found that an estimated

policy rule dominates a fixed money growth rule. The general lesson to be drawn is

that the objectives used to evaluate alternative policy rules and the parameter values

used to calibrate the model can be critical to the results.

11.3.2 Policy Rules and Information

The alternative policies considered in the previous section can be viewed as special

cases of the following policy rule:6

bt ¼ mit: ð11:8Þ
According to (11.8), the monetary authority adjusts the base, its actual instrument, in

response to interest rate movements. The parameter m, both its sign and its magni-

tude, determine how the base is varied by the central bank as interest rates vary. If

m ¼ 0, then bt ¼ 0 and one has the case of a monetary base operating procedure in

which b is fixed (at zero by normalization) and is not adjusted in response to interest

rate movements. If m ¼ �h, then (11.7) implies that mt ¼ ot and one has the case of

a money supply operating procedure in which the base is automatically adjusted to

keep mt equal to zero on average; the actual value of mt varies as a result of the con-

trol error ot. In this case, bt is the policy instrument and mt is the operating target.

Equation (11.8) is called a policy rule or an instrument rule in that it provides a de-

scription of how the policy instrument is set.

6. Recall that constants are normalized in equations such as (11.8) to be zero. More generally, there might
be a rule of the form bt ¼ b0 þ mðit � EitÞ, where b0 is a constant and Eit is the expected value of it. Issues
of price level indeterminacy can arise if the average value of bt is not tied down (as it is in this case by b0);
see chapter 10.
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Combining (11.8) with (11.1) and (11.2),

it ¼ vt � ot þ ut

aþ cþ mþ h
; ð11:9Þ

so that large values of m reduce the variance of the interest rate. As m ! y, an inter-

est rate operating procedure is approximated in which it is set equal to a fixed value

(zero by normalization). By representing policy in terms of the policy rule and then

characterizing policy in terms of the choice of a value for m, one can consider inter-

mediate cases to the extreme alternatives considered in section 11.3.1.

Substituting (11.9) into (11.1), output is given by

yt ¼ ðcþ mþ hÞut � aðvt � otÞ
aþ cþ mþ h

:

From this expression, the variance of output can be calculated:

s2
y ¼ ðcþ mþ hÞ2s2

u þ a2ðs2
v þ s2

oÞ
ðaþ cþ mþ hÞ2 :

Minimizing with respect to m, the optimal policy rule (in the sense of minimizing the

variance of output) is given by

m� ¼ � cþ h� aðs2
v þ s2

oÞ
s2
u

" #
: ð11:10Þ

In general, neither the interest rate ðm ! yÞ nor the base ðm ¼ 0Þ nor the money

supply ðm ¼ �hÞ operating procedures will be optimal. Instead, as Poole (1970) dem-

onstrated, the way policy (in the form of the setting for bt) should respond to interest

rate movements will depend on the relative variances of the three underlying eco-

nomic disturbances.

To understand the role these variances play, suppose first that v1o1 0 so that

s2
v ¼ s2

o ¼ 0; there are no shifts in either money demand or money supply, given the

base. In this environment, the basic Poole analysis concludes that a base rule domi-

nates an interest rate rule. Equation (11.10) shows that the central bank should

reduce bt when the interest rate rises (i.e., bt ¼ �ðcþ hÞit). With interest rate move-

ments signaling aggregate demand shifts (since ut is the only source of disturbance), a

rise in the interest rate indicates that ut > 0. A policy designed to stabilize output

should reduce mt; this decline in mt can be achieved by reducing the base. Rather

than ‘‘leaning against the wind’’ to o¤set the interest rate rise, the central bank

should engage in a contractionary policy that pushes it up even further.
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When s2
v and s2

o are positive, interest rate increases may now be the result of an

increase in money demand or a decrease in money supply. Since the appropriate re-

sponse to a positive money demand shock or a negative money supply shock is to

increase the monetary base and o¤set the interest rate rise (i.e., it is appropriate to

lean against the wind), m� > �ðcþ hÞ; it will become optimal to actually increase

the base as s2
v þ s2

o becomes su‰ciently large.

The value for the policy rule parameter in (11.10) can also be interpreted in terms

of a signal extraction problem faced by the policy authority. Recall that the basic as-

sumption in the Poole analysis was that the policymaker could observe and react to

the interest rate, but perhaps because of information lags, the current values of out-

put and the underlying disturbances could not be observed. Suppose instead that the

shocks u, v, and e are observed, and the central bank can respond to them. That is,

suppose the policy rule could take the form bt ¼ muut þ mvvt þ moot for some param-

eters mu, mv, and mo. If this policy rule is substituted into (11.1) and (11.2), one

obtains

yt ¼ ðcþ hþ amuÞut � að1� mvÞvt þ að1þ moÞot

aþ cþ h
:

In this case, which corresponds to a situation of perfect information about the basic

shocks, it is clear that the variance of output can be minimized if mu ¼ �ðcþ hÞ=a,
mv ¼ 1 and mo ¼ �1.

If the policymaker cannot observe the underlying shocks, then policy will need to

be set on the basis of forecasts of these disturbances. Given the linear structure of the

model and the quadratic form of the objective, the optimal policy can be written

bt ¼ muûut þ mvv̂vt þ moôot ¼ �½ðcþ hÞ=a�ûut þ v̂vt � ôot, where ûut, v̂vt, and ôot are the fore-

casts of the shocks.7 In the Poole framework, the central bank observes the interest

rate and can set policy conditional on it. Thus, the forecasts of shocks will depend on

it and will take the form ûut ¼ duit, v̂vt ¼ dvit, and ôot ¼ doit. The policy rule can then

be written as

bt ¼ � cþ h

a

� �
ûut þ v̂vt � ôot ¼ � cþ h

a
du þ dv � do

� �
it: ð11:11Þ

Using this policy rule to solve for the equilibrium interest rate, determining the d 0i s
from the assumption that forecasts are equal to the projections of the shocks on it,

it is straightforward to verify that the coe‰cient on it in the policy rule (11.11) is

equal to the value m� given in (11.10).8 Thus, the optimal policy response to observed

7. The linear quadratic structure of the policy problem implies certainty equivalence holds. Under cer-
tainty equivalence, optimal policy depends only on the expected values of the disturbances.

8. See problem 5 at the end of this chapter.
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interest rate movements represents an optimal response to the central bank’s fore-

casts of the underlying economic disturbances.

11.3.3 Intermediate Targets

The previous section showed how the optimal response coe‰cients in the policy rule

could be related to the central bank’s forecast of the underlying disturbances. This

interpretation of the policy rule parameter is important because it captures a very

general way of thinking about policy. When the central bank faces imperfect in-

formation about the shocks to the economy, it should respond based on its best

forecasts of these shocks.9 In the present example, the only information variable

available was the interest rate, so forecasts of the underlying shocks were based on

i. In more general settings, information on other variables may be available on a fre-

quent basis, and this should also be used in forecasting the sources of economic dis-

turbances. Examples of such information variables include (besides market interest

rates) exchange rates, commodity prices, and asset prices.10

Because the central bank must respond to partial and incomplete information

about the true state of the economy, monetary policy is often formulated in practice

in terms of intermediate targets. Intermediate targets are variables whose behavior

provides information useful in forecasting the goal variables.11 Deviations in the in-

termediate targets from their expected paths indicate a likely deviation of a goal vari-

able from its target and signal the need for a policy adjustment. For example, if

money growth, which is observed weekly, is closely related to subsequent inflation,

which is observed only monthly, then faster than expected money growth signals the

need to tighten policy. When action is taken to keep the intermediate target variable

equal to its target, the hope is that policy will be adjusted automatically to keep the

goal variables close to their targets as well.12

To see the role of intermediate targets in a very simple framework, consider the

following aggregate supply, aggregate demand, and money demand system, ex-

pressed in terms of the rate of inflation:

9. Brainard (1967) showed that this statement is no longer true when there is uncertainty about the model
parameters in additional to the additive uncertainty considered here. Parameter uncertainty may make it
optimal to adjust less than completely. See section 8.4.7.

10. As discussed in chapter 1, commodity prices eliminate the price puzzle in VAR estimates of monetary
policy e¤ects because of the informational role they appear to play.

11. See Kareken, Muench, and Wallace (1973) and B. Friedman (1975; 1977b; 1990) for early treatments
of the informational role of intermediate targets. More recently, Svensson (1997a; 1999b) stressed the role
of inflation forecasts as an intermediate target. Bernanke and Woodford (1997) showed, however, how
multiple equilibria may arise if policy is based on private sector forecasts, which are, in turn, based on
expectations of future policy.

12. B. Friedman (1990) and McCallum (1990b) provided discussions of the intermediate target problem.
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yt ¼ aðpt � Et�1ptÞ þ zt ð11:12Þ
yt ¼ �aðit � Etptþ1Þ þ ut ð11:13Þ
mt � pt ¼ mt � pt � pt�1 ¼ yt � cit þ vt: ð11:14Þ
Equation (11.12) is a standard Lucas supply curve; (11.13) gives aggregate demand

as a decreasing function of the expected real interest rate; and (11.14) is a simple

money demand relationship. Assume that each of the three disturbances z, u, and v

follows a first-order autoregressive process:

zt ¼ rzzt�1 þ et

ut ¼ ruut�1 þ jt

vt ¼ rvvt�1 þ ct;

where �1 < ri < 1 for i ¼ z; u; v. The innovations e, j, and c are assumed to be

mean zero serially and mutually uncorrelated processes. The interest rate i is taken

to be the policy instrument.

Suppose that the monetary authority’s objective is to minimize the expected

squared deviations of the inflation rate around a target level p�. Hence, it is chosen

to minimize13

V ¼ 1

2
Eðpt � p�Þ2: ð11:15Þ

To complete the model, one must specify the information structure. Suppose that it
must be set before observing et, jt, or ct but that yt�1, pt�1, and mt�1 (and therefore

pt�1, zt�1, ut�1, and vt�1) are known when it is set. The optimal setting for the policy

instrument can be found by solving for the equilibrium price level in terms of the pol-

icy instrument and then evaluating the loss function given by (11.15).

Solving the model is simplified by recognizing that it will always be set to ensure

that the expected value of inflation equals the target value p�.14 Actual inflation will

13. Note that for this example the loss function in output deviations is replaced with one involving only
inflation stabilization objectives. As is clear from (11.12), stabilizing inflation to minimize unexpected
movements in p is consistent with minimizing output variability if there are no supply disturbances
ðz1 0Þ. If the loss function depends on output and inflation variability and there are supply shocks, the
optimal policy will depend on the relative weight placed on these two objectives.

14. The first-order condition for the optimal choice of it is

qV

qit
¼ Eðpt � p�Þ qpt

qit
¼ 0;

implying Ept ¼ p�.

522 11 Monetary Policy Operating Procedures



di¤er from p� because policy cannot respond to o¤set the e¤ects of the shocks to

aggregate supply, aggregate demand, or money demand, but policy will o¤set any

expected e¤ects of lagged disturbances to ensure that Et�1pt ¼ Etptþ1 ¼ p�. Using

this result, (11.12) can be used to eliminate yt from (11.13) to yield

pt ¼ ðaþ aÞp� � ait þ ut � zt

a
: ð11:16Þ

Equation (11.16) shows that, under an interest rate policy, pt is independent of vt and

the parameters of the money demand function. If the policymaker had full informa-

tion on ut and zt, the optimal policy would be to set the interest rate equal to

i�t ¼ p� þ ð1=aÞðut � ztÞ since this would yield pt ¼ p�. If policy must be set prior to

observing the realization of the shocks at time t, the optimal policy can be obtained

by taking expectations of (11.16), conditional on time t� 1 information, yielding the

optimal setting for it:

{̂{ ¼ p� þ 1

a

� �
ðruut�1 � rzzt�1Þ: ð11:17Þ

Substituting (11.17) into (11.16) shows that the actual inflation rate under this policy

is equal to15

ptð{̂{Þ ¼ p� þ jt � et

a
; ð11:18Þ

and the value of the loss function is equal to

Vð{̂{Þ ¼ 1

2

1

a

� �2
ðs2

j þ s2
e Þ;

where s2
x denotes the variance of a random variable x.

An alternative approach to setting policy in this example would be to derive the

money supply consistent with achieving the target inflation rate p� and then to

set the interest rate to achieve this level of mt. Using (11.14) to eliminate it from

(11.13),

yt ¼ a

aþ c

� �
ðmt � pt � pt�1 � vtÞ þ c

aþ c

� �
ðut þ ap�Þ:

Using the aggregate supply relationship (11.12), the equilibrium inflation rate is

15. Note that under this policy, Et�1pt ¼ p�, as assumed.

11.3 The Instrument Choice Problem 523



pt ¼ p� þ 1

a

a

aþ c

� �
ðmt � pt � pt�1 � vtÞ þ c

aþ c

� �
ðut þ ap�Þ � zt

� �

¼ ½aðaþ cÞ þ ac�p� þ aðmt � pt�1 � vtÞ þ cut � ðaþ cÞzt
aðaþ cÞ þ a

:

The value of mt consistent with pt ¼ p� is therefore

m�
t ¼ ð1� cÞp� þ pt�1 � c

a

� �
ut þ 1þ c

a

� �
zt þ vt:

If the money supply must be set before observing the time t shocks, the optimal tar-

get for m is

m̂mt 1 ð1� cÞp� þ pt�1 � c

a

� �
ruut�1 þ 1þ c

a

� �
rzzt�1 þ rvvt�1: ð11:19Þ

As can be easily verified, the interest rate consistent with achieving the targeted

money supply m̂mt is just {̂{t, given by (11.17). Thus, an equivalent procedure for deriv-

ing the policy that minimizes the loss function is to first calculate the value of the

money supply consistent with the target for p and then to set i equal to the value

that achieves the targeted money supply.

Now suppose the policymaker can observe mt and respond to it. Under the policy

that sets it equal to {̂{, (11.14) implies that the actual money supply will equal mt ¼
ptð{̂{Þ þ pt�1 þ ytð{̂{Þ � c{̂{t þ vt, which can be written as16

mtð{̂{Þ ¼ m̂mt � 1

a

� �
et þ 1þ 1

a

� �
jt þ ct: ð11:20Þ

Observing how mt deviates from m̂mt reveals information about the shocks, and this

information can be used to adjust the interest rate to keep inflation closer to target.

For example, suppose aggregate demand shocks ðjÞ are the only source of uncer-

tainty (i.e., e1c1 0). A positive aggregate demand shock ðj > 0Þ will, for a given

nominal interest rate, increase output and inflation, both of which contribute to an

increase in nominal money demand. Under a policy of keeping i fixed, the policy-

16. Substitute the solution (11.18) into the aggregate supply function to yield yð{̂{tÞ ¼ jt � et þ zt ¼ jt þ
rzzt�1. Using this result in (11.17) and (11.18) in (11.14),

mð{̂{tÞ ¼ p� þ jt � et

a
þ pt�1 þ jt þ rzzt�1 � c{̂{t þ vt

¼ p� þ jt � et

a

� 	
þ pt�1 þ jt þ rzzt�1 � c p� þ ruut�1 � rzzt�1

a

h i
þ vt:

Collecting terms and using (11.18) yields (11.20).
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maker automatically allows reserves to increase, letting m rise in response to the

increased demand for money. Thus, an increase in mt above m̂mt would signal that

the nominal interest rate should be increased to o¤set the demand shock. Responding

to the money supply to keep mt equal to the targeted value m̂mt would achieve the ul-

timate goal of keeping the inflation rate equal to p�. This is an example of an inter-

mediate targeting policy; the nominal money supply serves as an intermediate target,

and by adjusting policy to achieve the intermediate target, policy is also better able

to achieve the target for the goal variable pt.

Problems arise, however, when there are several potential sources of economic dis-

turbances. Then it can be the case that the impact on the goal variable of a distur-

bance would be exacerbated by attempts to keep the intermediate target variable

on target. For example, a positive realization of the money demand shock ct does

not require a change in it to maintain inflation on target.17 But (11.20) shows that a

positive money demand shock causes mt to rise above the target value mtð{̂{Þ. Under a

policy of adjusting i to keep m close to its target, the nominal interest rate would

be raised, causing p to deviate from p�. Responding to keep m on target will not

produce the appropriate policy for keeping p on target.

Automatically adjusting the nominal interest rate to ensure that mt always equals

its target m̂mt requires that the nominal interest rate equal18

iTt ¼ {̂{t þ ð1þ aÞjt � et þ act

acþ að1þ aÞ : ð11:21Þ

In this case, inflation is equal to

ptðiTt Þ ¼ p� þ 1

a

� �
½�aðiTt � {̂{Þ þ jt � et�

¼ p� þ cjt � ðaþ cÞet � act

acþ að1þ aÞ :

Comparing this expression for inflation to ptð{̂{tÞ from (11.18), the value obtained

when information on the money supply is not used, one can see that the impact of

an aggregate demand shock, j, on the price level is reduced to ðc=½acþ að1þ aÞ� <
1=aÞ; because a positive j shock tends to raise money demand, the interest rate must

be increased to o¤set the e¤ects on the money supply to keep m on target. This inter-

17. Equation (11.18) shows that inflation is independent of vt.

18. Note that this discussion does not assume that the realizations of the individual disturbances can be
observed by the policymaker; as long as mt is observed, it can be adjusted to ensure that mt ¼ m̂mt, and
this results in i being given by (11.21). Equation (11.21) is obtained by solving (11.12)–(11.14) for mt as a
function of it and the various disturbances. Setting this expression equal to m̂mt yields the required value of
i Tt .
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est rate increase acts to o¤set partially the impact of a demand shock on inflation.

The impact of an aggregate supply shock ðeÞ under an intermediate money targeting

policy is also decreased. However, money demand shocks, c, now a¤ect inflation,

something they did not do under a policy of keeping i equal to {̂{; a positive c tends

to increase m above target. If i is increased to o¤set this shock, inflation will fall

below target.

The value of the loss function under the money targeting procedure is

VðiTt Þ ¼
1

2

1

acþ að1þ aÞ
� �2

½c2s2
j þ ðaþ cÞ2s2

e þ a2s2
c�:

Comparing this to Vð{̂{Þ, the improvement from employing an intermediate targeting

procedure in which the policy instrument is adjusted to keep the money supply on

target will be decreasing in the variance of money demand shocks, s2
c. As long as

this variance is not too large, the intermediate targeting procedure will do better

than a policy of simply keeping the nominal rate equal to {̂{. If this variance is too

large, the intermediate targeting procedure will do worse.

An intermediate targeting procedure represents a rule for adjusting the policy in-

strument to a specific linear combination of the new information contained in move-

ments of the intermediate target. Using (11.20) and (11.21), the policy adjustment

can be written as

iTt � {̂{ ¼ a

acþ að1þ aÞ
� �

½mtð{̂{Þ � m̂m�

¼ mT ½mtð{̂{Þ � m̂m�:
In other words, if the money supply realized under the initial policy setting ðmtð{̂{ÞÞ
deviates from its expected level ðm̂mÞ, the policy instrument is adjusted. Because the

money supply will deviate from target due to j and e shocks, which do call for a pol-

icy adjustment, as well as c shocks, which do not call for any change in policy, an

optimal adjustment to the new information in money supply movements would de-

pend on the relative likelihood that movements in m are caused by the various possi-

ble shocks. An intermediate targeting rule, by adjusting to deviations of money from

target in a manner that does not take into account whether fluctuations in m are

more likely to be due to j or e or c shocks, represents an ine‰cient use of the infor-

mation in m.

To derive the optimal policy response to fluctuations in the nominal money sup-

ply, let

it � {̂{ ¼ mðmt � m̂mÞ
¼ mxt; ð11:22Þ
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where xt ¼ ð1þ a�1Þjt � a�1et þ ct is the new information obtained from observing

mt.19 Under an intermediate targeting rule, the monetary authority would adjust its

policy instrument to minimize deviations of the intermediate target from the value

consistent with achieving the ultimate policy target, in this case an inflation rate of

p�. But under a policy that optimally uses the information in the intermediate target

variable, m will be chosen to minimize Eðpt � p�Þ2, not Eðmt � m̂mÞ2. Using (11.22) in

(11.16), one finds that the value of m that minimizes the loss function is

m� ¼ 1

a

að1þ aÞs2
j þ as2

e

ð1þ aÞ2s2
j þ s2

e þ a2s2
c

" #
:

This is a messy expression, but some intuition for it can be gained by recognizing

that if the policymaker could observe the underlying shocks, (11.16) implies that the

optimal policy would set the nominal interest rate i equal to {̂{þ ð1=aÞðjt � etÞ. The
policymaker cannot observe jt or et, but information that can be used to esti-

mate them is available from observing the deviation of money from its target. As

already shown, observing mt provides information on the linear combination of the

underlying shocks given by xt. Letting Ex½ � denote expectations conditional on x,

the policy instrument should be adjusted according to

iðxtÞ ¼ {̂{þ 1

a
ðExjt � ExetÞ: ð11:23Þ

Evaluating these expectations gives

Exjt ¼
að1þ aÞs2

j

ð1þ aÞ2s2
j þ s2

e þ a2s2
c

" #
xt

19. The expression for xt is obtained by solving (11.12)–(11.14) for mt as a function of the interest rate,
yielding

mt ¼ pt þ pt�1 þ yt � cit þ vt ¼ p� þ yt � zt

a

h i
þ pt�1 þ yt � cit þ vt;

or

mt ¼ p� þ �ait þ ap� þ ut � zt

a

� �
þ pt�1 þ ½�ait þ ap� þ ut� � cit þ vt

¼ ð1þ að1þ a�1ÞÞp� þ pt�1 � ðcþ að1þ a�1ÞÞit � a�1zt þ ð1þ a�1Þut þ vt;

so that, conditional on it,

mt � Et�1mt ¼ �a�1et þ ð1þ a�1Þjt þ ct 1 xt:
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and

Exet ¼ �as2
e

ð1þ aÞ2s2
j þ s2

e þ a2s2
c

" #
xt:

Substituting these expressions into (11.23) yields

iðztÞ ¼ {̂{þ 1

a

� �
að1þ aÞs2

j þ as2
e

ð1þ aÞ2s2
j þ s2

e þ a2s2
c

" #
xt

¼ {̂{þ m�xt:

Under this policy, the information in the intermediate target is used optimally. As

a result, the loss function is reduced relative to a policy that adjusts i to keep the

money supply always equal to its target:

V � aVðiTÞ;
where V � is the loss function under the policy that adjusts i according to m�zt.

As long as money demand shocks are not too large, an intermediate targeting pro-

cedure does better than following a policy rule that fails to respond at all to new

information. The intermediate targeting rule does worse, however, than a rule that

optimally responds to the new information. This point was first made by Kareken,

Muench, and Wallace (1973) and B. Friedman (1975).

Despite the general ine‰ciency of intermediate targeting procedures, central banks

often implement policy as if they were following an intermediate targeting procedure.

During the 1970s, there was strong support in the United States for using money

growth as an intermediate target. Support faded in the 1980s, when money demand

because significantly more di‰cult to predict.20 The Bundesbank (prior to being

superseded by the European Central Bank) and the Swiss National Bank continued

to formulate policy in terms of money growth rates that can be interpreted as inter-

mediate targets, and money formed one of the pillars in the two-pillar strategy of the

European Central Bank.21 Other central banks seem to use the nominal exchange

rate as an intermediate target. Today, many central banks have shifted to using infla-

tion itself as an intermediate target.

20. B. Friedman and Kuttner (1996) examined the behavior of the Fed during the era of monetary
targeting.

21. Laubach and Posen (1997) argued that the targets were used to signal policy intentions rather than
serving as strict intermediate targets. See Beck and Wieland (2007) on the role of money in the ECB’s
strategy.
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Intermediate targets provide a simple framework for responding automatically to

economic disturbances. The model of this section can be used to evaluate desirable

properties that characterize good intermediate targets. The critical condition is that

s2
c be small. Since ct represents the innovation or shock to the money demand equa-

tion, intermediate monetary targeting will work best if money demand is relatively

predictable. Often this has not been the case. The unpredictability of money demand

is an important reason that most central banks moved away from using monetary

targeting during the 1980s. The shock c can also be interpreted as arising from con-

trol errors. For example, assuming that the monetary base was the policy instrument,

unpredictable fluctuations in the link between the base and the monetary aggregate

being targeted (corresponding to the o disturbance in 11.7) would reduce the value

of an intermediate targeting procedure. Controllability is therefore a desirable prop-

erty of an intermediate target.

Lags in the relationship between the policy instrument, the intermediate target,

and the final goal variable represent an additional important consideration. The pres-

ence of lags introduces no new fundamental issues; as the simple framework shows,

targeting an intermediate variable allows policy to respond to new information, ei-

ther because the intermediate target variable is observed contemporaneously (as in

the example) or because it helps to forecast future values of the goal variable. In ei-

ther case, adjusting policy to achieve the intermediate target forces policy to respond

to new information is a manner that is generally suboptimal. But this ine‰ciency will

be smaller if the intermediate target is relatively easily controllable (i.e., s2
c is small)

yet is highly correlated with the variable of ultimate interest (i.e., s2
j and s2

e are

large), so that a deviation of the intermediate variable from its target provides a clear

signal that the goal variable has deviated from its target. For central banks that tar-

get inflation, the inflation forecast serves as an intermediate target. An e‰cient fore-

cast is based on all available information and should be highly correlated with the

variable of ultimate interest (future inflation). Svensson and Woodford (2005) dis-

cussed the implementation of optimal policies through the use of inflation forecasts.

11.3.4 Real E¤ects of Operating Procedures

The traditional analysis of operating procedures focuses on volatility; the operating

procedure adopted by the central bank a¤ects the way disturbances influence the

variability of output, prices, real interest rates, and monetary aggregates. The aver-

age values of these variables, however, is treated as independent of the choice

of operating procedure. Canzoneri and Dellas (1998) showed that the choice of

procedure can have a sizable e¤ect on the average level of the real rate of interest

by a¤ecting the variability of aggregate consumption.

The standard Euler condition relates the current marginal utility of consumption

to the expected real return and the future marginal utility of consumption:
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ucðctÞ ¼ bRftEtucðctþ1Þ;
where b is the discount factor, Rft is the gross risk-free real rate of return, and ucðctÞ
is the marginal utility of consumption at time t. The right side of this expression can

be written as

bRftEtucðctþ1ÞAbRftucðEtctþ1Þ þ 1

2
bRftucccðEtctþ1Þ Vartðctþ1Þ;

where uccc is the third derivative of the utility function and Vartðctþ1Þ is the condi-

tional variance of ctþ1. If the variance of consumption di¤ers under alternative mon-

etary policy operating procedures, then either the marginal utility of consumption

must adjust (i.e., consumption will change) or the risk-free real return must change.

Because the expected real interest rate can be expressed as the sum of the risk-free

rate and a risk premium, average real interest rates will be a¤ected if the central

bank’s operating procedure a¤ects Rft or the risk premium.

Canzoneri and Dellas developed a general equilibrium model with nominal wage

rigidity and simulated the model under alternative operating procedures (interest rate

targeting, money targeting, and nominal income targeting). They found that real in-

terest rates, on average, are highest under a nominal interest rate targeting proce-

dure. To understand why, suppose the economy is subject to money demand shocks.

Under a procedure that fixes the nominal money supply, such shocks induce a posi-

tive correlation between consumption (output) and inflation. This generates a nega-

tive risk premium (when consumption is lower than expected, the ex post real return

is high because inflation is lower than expected). A nominal interest rate procedure

accommodates money demand shocks and so results in a higher average risk pre-

mium. By calibrating their model and conducting simulations, Canzoneri and Dellas

concluded that the choice of operating procedure can have a significant e¤ect on av-

erage real interest rates.

11.4 Operating Procedures and Policy Measures

Understanding a central bank’s operating procedures is important for two reasons.

First, it is important in empirical work to distinguish between endogenous responses

to developments in the economy and exogenous shifts in policy. Whether movements

in a monetary aggregate or a short-term interest rate are predominantly endogenous

responses to disturbances unrelated to policy shifts or are exogenous shifts in policy

will depend on the nature of the procedures used to implement policy. Thus, some

understanding of operating procedures is required for empirical investigations of the

impact of monetary policy.
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Second, operating procedures, by a¤ecting the automatic adjustment of interest

rates and monetary aggregates to economic disturbances, can have implications for

the macroeconomic equilibrium. For example, operating procedures that lead the

monetary authority to smooth interest rate movements can introduce a unit root

into the price level,22 and in the models examined in chapters 2 and 3, the economy’s

response to productivity shocks was shown to depend on how the money supply was

adjusted (although the e¤ects were small).

Analyses of operating procedures are based on the market for bank reserves. In

the United States, this is the federal funds market. The focus in this section is on the

United States and the behavior of the Federal Reserve; similar issues arise in the

analysis of monetary policy in other countries, although institutional details can

vary considerably. Discussions of operating procedures in major OECD countries

can be found in Batten et al. (1990); Bernanke and Mishkin (1993); Morton and

Wood (1993); Kasman (1993); Borio (1997); and the Bank for International Settle-

ments (2007).

11.4.1 Money Multipliers

Theoretical models of monetary economies often provide little guidance to how the

quantity of money appearing in the theory should be related to empirical measures

of the money supply. If m is viewed as the quantity of the means of payment used

in the conduct of exchange, then cash, demand deposits, and other checkable depos-

its should be included in the empirical correspondence.23 If m is viewed as a variable

set by the policy authority, then an aggregate such as the monetary base, which rep-

resents the liabilities of the central bank and so can be directly controlled, would be

more appropriate. The monetary base is equal to the sum of the reserve holdings of

the banking sector and the currency held by the nonbank public.24 These are liabil-

ities of the central bank and can be a¤ected by open market operations. Most policy

discussions, however, focus on broader monetary aggregates, but these are not the

direct instruments of monetary policy. A traditional approach to understanding the

linkages between a potential instrument such as the monetary base and the various

measures of the money supply is to express broader measures of money as the prod-

uct of the monetary base and a money multiplier. Changes in the money supply can

then be decomposed into those resulting from changes in the base and those resulting

22. See Goodfriend (1987) and Van Hoose (1989).

23. Whether these di¤erence components of money should simply be added together, as they are in mone-
tary aggregates such as M1 and M2, or weighted to reflect their di¤ering degree of liquidity is a separate
issue. Barnett (1980) argued for the use of divisia indices of monetary aggregates. See also Spindt (1985).

24. There are two commonly used data series on the U.S. monetary base—one produced by the Board of
Governors of the Federal Reserve System and one by the Federal Reserve Bank of St. Louis. The two se-
ries treat vault cash and the adjustment for changes in reserve requirements di¤erently.
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from changes in the multiplier. The multiplier is developed using definitional rela-

tionships, combined with some simple behavioral assumptions.

Denoting total reserves by TR and currency by C, the monetary base MB is given

by

MB ¼ TRþ C:

In the United States, currency represents close to 90 percent of the base. Aggregates

such as the monetary base and total reserves are of interest because of their close

connection to the actual instruments central banks can control and their relationship

to broader measures of the money supply. A central bank can control the monetary

base through open market operations. By purchasing securities, the central bank can

increase the supply of bank reserves and the base. Securities sales reduce the base.25

In the United States, the monetary aggregate M1 is equal to currency in the hands

of the public plus demand deposits and other checkable deposits. If the deposit com-

ponent is denoted D and there is a reserve requirement ratio of rr against all such

deposits, then

MB ¼ RRþ ERþ C ¼ ðrrþ exþ cÞD;

where total reserves have been divided into required reserves ðRRÞ and excess

reserves ðERÞ, and where ex ¼ ER=D is the ratio of excess reserves to deposits that

banks choose to hold and c ¼ C=D is the currency-to-deposit ratio. Then

M1 ¼ Dþ C ¼ ð1þ cÞD ¼ 1þ c

rrþ exþ c

� �
MB: ð11:24Þ

Equation (11.24) is a very simple example of money multiplier analysis; a broad

monetary aggregate such as M1 is expressed as a multiplier, in this case ð1þ cÞ=
ðrrþ exþ cÞ, times the monetary base. Changes in the monetary base translate into

changes in broader measures of the money supply, given the ratios rr, ex, and c.

Of course, the ratios rr, ex, and c need not remain constant as MB changes. The ratio

ex is determined by bank decisions and the Fed’s policies on discount lending, and

c is determined by the decisions of the public concerning the level of cash they wish

to hold relative to deposits. The usefulness of this money multiplier framework was

illustrated by M. Friedman and Schwartz (1963b), who employed it to organize their

study of the causes of changes in the money supply.

In terms of an analysis of the market for bank reserves and operating procedures,

the most important ratio appearing in (11.24) is ex, the excess reserve ratio. Since tra-

25. In the United States, daily Fed interventions are chiefly designed to smooth temporary fluctuations
and are conducted mainly through repurchase and sale-purchase agreements rather than outright pur-
chases or sales.
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ditionally reserves earned no interest,26 banks faced an opportunity cost in holding

excess reserves. As market interest rates rise, banks will tend to hold a lower average

level of excess reserves. This drop in ex will work to increase M1. This implies that,

holding the base constant, fluctuations in market interest rates will induce move-

ments in the money supply.

11.4.2 The Reserve Market

Traditional models of the reserve market generally have a very simple structure;

reserve demand and reserve supply interact to determine the funds rate.27 In the

United States, the federal funds rate is the interest rate banks in need of reserves

pay to borrow reserves from banks with surplus reserves. The Federal Reserve can

use open market operations to a¤ect the supply of reserves, and it is by intervening

in the reserve market that the Fed attempts to a¤ect the money supply, market inter-

est rates, and ultimately economic activity and inflation.

Models of the demand for reserves model bank reserve holdings as arising from

the need to meet reserve requirements and settlement payments in the interbank mar-

ket. Banks balance the opportunity cost of holding reserves in excess of their needs

against the cost of being forced to borrow in the face of a reserve shortfall. When

payment flows are random, the optimal level of reserves will depend on the variabil-

ity of shocks to the level of the bank’s reserve holdings. The first model to incorpo-

rate these elements is due to Poole (1968). Recent examples include Furfine (2000);

Furfine and Stehem (1998); and Heller and Lengwiler (2003), who allow banks to

balance liquidity costs against the cost of liquidity management. Hamilton (1996)

provided a model that emphasizes the microstructure of the reserve market, and Bar-

tolini, Bertola, and Prati (2002) developed a model designed to capture the day-to-

day operations of the reserve market when the central bank targets the funds rate.

The way reserve market variables (various reserve aggregates and the funds rate) re-

spond to disturbances depends on the operating procedure followed by the Fed. One

objective of a model of the reserve market is to disentangle movements in reserves

and the funds rate that are due to nonpolicy sources from those caused by exogenous

policy actions.

Traditional models of the U.S. reserve market typically assumed that reserves

earned zero interest and that the discount rate at which reserves could be borrowed

from the Fed was below the funds rate. To prevent banks from exploiting the profit

26. This statement is not true of all countries. For example, in New Zealand, reserves earn an interest rate
set 300 basis points below the seven-day market rate. As noted in the following section, the Federal Re-
serve began paying interest on reserves in October 2008.

27. In the United States, the development of the modern reserves market dates from the mid-1960s. See
Meulendyke (1998).
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opportunity available when the rate paid on borrowed funds was below the rate to be

obtained by lending funds, discount borrowing was rationed through nonprice mech-

anisms that limited a bank’s ability to borrow. Such models have become less rele-

vant as many central banks, including the Fed, pay interest on reserves and impose

penalty rates on borrowing that allow central banks to eliminate nonprice mecha-

nisms for limiting borrowing. For example, the Federal Reserve established a penalty

borrowing rate in 200328 and began paying interest on reserve balances on October

6, 2008.29 In addition, the use of sweep accounts has reduced the level of required

reserves, and in some countries banks are not required to hold reserves. These institu-

tional changes have led to new models of the reserve market to study the determina-

tion of the overnight interbank interest rate, models that focus on banks’ need to

hold reserves because of the volatility of payment balances rather than to meet re-

serve requirements. Furfine (2000), for example, stated that banks active in the pay-

ment system might send and receive payments that total more than 30 times their

reserve balance on a typical day. Thus, section 11.4.3 presents a simple model that

incorporates stochastic variability in bank reserve balances, interest on reserves, and

a penalty rate on reserves borrowed from the central bank. The following section,

however, begins with a traditional model.

A Traditional Model of the Reserve Market

The demand for reserves will depend on the costs of reserves and on any factors that

influence money demand—aggregate income, for example. In order to focus on the

very short-run determination of reserve aggregates and the funds rate, factors such as

aggregate income and prices are simply treated as part of the error term in the total

reserve demand relationship, resulting in

TRd ¼ �ai f þ vd ; ð11:25Þ
where TRd represents total reserve demand, i f is the funds rate (the rate at which a

bank can borrow reserves in the private market), and vd is a demand disturbance.

28. The Federal Reserve set the discount rate 100 basis points above the federal funds rate target begin-
ning on January 6, 2003. This spread was maintained at this level until early 2007. (It was reduced to 75
basis points on June 30, 2005, but increased back to 100 basis points the following month.) From August
17, 2007, the spread was cut to 50 basis points and then was reduced further to 25 basis points on March
18, 2008.

29. Authority for the Federal Reserve to pay interest was originally scheduled to come into e¤ect in 2011
but accelerated authority was granted as part of the Emergency Economic Stabilization Act of 2008. This
act’s primary purpose was to establish the Troubled Asset Relief Program (TARP). Coincidentally, an ear-
lier major change in Fed operating procedures also took place on an October 6. On this date in 1979, the
Volcker Fed shifted to a reserve aggregates operating procedure that saw interest rates rise significantly as
the Fed moved to bring inflation down. For a discussion of monetary policy implementation when interest
is paid on reserves, see Goodfriend (2002).
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This disturbance will reflect variations in income or other factors that produce fluctu-

ations in deposit demand. One interpretation of (11.25) is that it represents a rela-

tionship between the innovations in total reserve demand and the funds rate after

the lagged e¤ects of all other factors have been removed. For example, Bernanke

and Mihov (1998) attempted to identify policy shocks by focusing on the relation-

ships among the innovations to reserve demand, reserve supply, and the funds rate

obtained as the residuals from a VAR model of reserve market variables. They char-

acterized alternative operating procedures in terms of the parameters linking these

innovations.30

The total supply of reserves held by the banking system can be expressed as the

sum of the reserves that banks have borrowed from the Federal Reserve System

plus nonborrowed reserves:

TR s
t ¼ BRt þNBRt:

The Federal Reserve can control the stock of nonborrowed reserves through open

market operations; by buying or selling government securities, the Fed a¤ects the

stock of nonborrowed reserves. For example, a purchase of government debt by the

Fed raises the stock of nonborrowed reserves when the Fed pays for its purchase by

crediting the reserve account of the seller’s bank with the amount of the purchase.

Open market sales of government debt by the Fed reduce the stock of nonborrowed

reserves. So the Fed can, even over relatively short time horizons, exercise close con-

trol over the stock of nonborrowed reserves.

The stock of borrowed reserves depends on the behavior of private banks and on

their decisions about borrowing from the Fed (borrowing from the discount win-

dow). Bank demand for borrowed reserves will depend on the opportunity cost of

borrowing from the Fed (the discount rate) and the cost of borrowing reserves in

the federal funds market (the federal funds rate). An increase in the funds rate rela-

tive to the discount rate makes borrowing from the Fed more attractive and leads to

an increase in bank borrowing. The elasticity of borrowing with respect to the spread

between the funds rate and the discount rate will depend on the Fed’s management

of the discount window. Traditionally, the Fed maintained the discount rate below

the federal funds rate. This created an incentive for banks to borrow reserves at the

discount rate and then lend these reserves at the higher market interest rates. To pre-

vent banks from exploiting this arbitrage opportunity, the Fed used nonprice meth-

ods to ration bank borrowing. Nonprice rationing a¤ects the degree to which banks

30. Kasa and Popper (1995) employed a similar approach to study monetary policy in Japan. Leeper,
Sims, and Zha (1996) developed a more general formulation of the links between reserve market variables
in an identified VAR framework.
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turn to the discount window to borrow as the incentive to do so, the spread between

the funds rate and the discount rate, widens. Banks must weigh the benefits of bor-

rowing reserves in a particular week against the possible cost in terms of reduced fu-

ture access to the discount window. Banks reduce their current borrowing if they

expect the funds rate to be higher in the future because they prefer to preserve their

future access to the discount window, timing their borrowing for periods when the

funds rate is high. This type of intertemporal substitution also occurs because re-

quired reserves in the United States are based on an average over a two-week main-

tenance period; except for the last day of the maintenance period, banks have an

incentive to hold reserves on days they are least costly. Therefore, borrowing deci-

sions depend on the expected future funds rate as well as on the current funds rate,

and this can be represented by a simple demand function of the form

BRt ¼ b1ði ft � i dt Þ � b2Etði ftþ1 � i dtþ1Þ þ vbt ; ð11:26Þ

where i d is the discount rate (a policy variable) and vb is a borrowing disturbance.

In 2003 the Fed changed the way it administers the discount window. Under the

new procedures, the discount rate would be set above the federal funds rate. Banks

that qualify for primary credit could borrow at a rate 1 percent above the funds rate;

secondary credit would be available at a rate of 1.5 percent above the funds rate. By

converting the discount rate into a penalty rate, the arbitrage opportunity created

when the discount rate is below the funds rate and the need for nonprice rationing

at the discount window are eliminated. Because much of the empirical work on the

U.S. reserve market was based on data from periods when the discount rate was kept

below the funds rate, the model of this section assumes that i f > i d . The case of a

penalty rate is discussed in section 11.4.3.

The simplest versions of a reserve market model often postulate a borrowing func-

tion of the form

BRt ¼ bði ft � i dt Þ þ vbt : ð11:27Þ

The manner in which an innovation in the funds rate a¤ects borrowings, given by the

coe‰cient b in (11.27), will vary depending on how such a funds rate innovation

a¤ects expectations of future funds rate levels. Suppose, for example, that borrow-

ings are actually given by (11.26) and that policy results in the funds rate following

the process i
f
t ¼ ri

f
t�1 þ xt. Then Eti

f
tþ1 ¼ ri

f
t and, from (11.26), BRt ¼ bi

f
t , where

b ¼ b1 � rb2.31 A change in operating procedures that leads the funds rate to be

more highly serially correlated (increases r) will reduce the response of borrowings

31. For simplicity, this ignores the discount rate i d for the moment.
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to the funds rate–discount rate spread.32 Relationships such as (11.27) can assist un-

derstanding of the linkages that a¤ect the correlations among reserve market vari-

ables for a given operating procedure, but one should not expect the parameter

values to remain constant across operating procedures.

To complete the reserve market model, the Fed’s behavior in setting nonborrowed

reserves must be specified. To consider a variety of di¤erent operating procedures,

assume the Fed can respond contemporaneously to the various disturbances to the

reserve market, so that nonborrowed reserves are given by

NBRt ¼ fdvdt þ fbvbt þ vst ; ð11:28Þ

where vs is a monetary policy shock. Di¤erent operating procedures will be character-

ized by alternative values of the parameters fd and fb.33

Equilibrium in the reserve market requires that total reserve demand equal total

reserve supply. This condition is stated as

TRd
t ¼ BRt þNBRt: ð11:29Þ

If a month is the unit of observation, reserve market disturbances are likely to

have no contemporaneous e¤ect on real output or the aggregate price level.34 Using

this identifying restriction, Bernanke and Mihov (1998) obtained estimates of the

innovations to TR, BR, i f , and NBR from a VAR system that also includes GDP,

the GDP deflator, and an index of commodity prices but in which the reserve market

variables are ordered last.35 Whether any of these VAR residuals can be interpreted

directly as a measure of the policy shock vs will depend on the particular operating

procedure being used. For example, if fd ¼ fb ¼ 0, (11.28) implies that NBR ¼ vs;

this corresponds to a situation in which the Fed does not allow nonborrowed reserves

to be a¤ected by disturbances to total reserve demand or to borrowed reserves, so the

innovation to nonborrowed reserves can be interpreted directly as a policy shock.

32. Goodfriend (1983) provided a formal model of borrowed reserves; see also Waller (1990). For a dis-
cussion of how alternative operating procedures a¤ect the relationship between the funds rate and reserve
aggregates, see Walsh (1982). Attempts to estimate the borrowings function can be found in Peristiani
(1991) and Pearce (1993).

33. Note that fd and fb correspond to f in (1.9), since they reflect the impact of nonpolicy originating
disturbances on the policy variable NBR.

34. Referring to the discussion in section 1.3.4, this assumption corresponds to setting y ¼ 0 to identify
VAR innovations.

35. The commodity price index is included to eliminate the price puzzle discussed in chapter 1. This creates
a potential problem for Bernanke and Mihov’s identification scheme, since forward-looking variables such
as asset prices, interest rates, and commodity prices may respond immediately to policy shocks. See the
discussion of this issue in Leeper, Sims, and Zha (1996), who distinguished between policy, banking sector,
production, and information variables.
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Under such an operating procedure, using nonborrowed reserve innovations (i.e.,

NBR) as the measure of monetary policy, as in Christiano and Eichenbaum (1992a),

is correct. However, if either fd or fb di¤ers from zero, NBR will reflect nonpolicy

shocks as well as policy shocks.

Substituting (11.25), (11.27), and (11.28) into the equilibrium condition (11.29) and

solving for the innovation in the funds rate yields

i
f
t ¼ b

aþ b

� �
i dt � 1

aþ b

� �
½vst þ ð1þ fbÞvbt � ð1� fdÞvdt �: ð11:30Þ

The reduced-form expressions for the innovations to borrowed and total reserves are

then found to be

BRt ¼ � ab

aþ b

� �
i dt � 1

aþ b

� �
½bvst � ða� bfbÞvbt � bð1� fdÞvdt � ð11:31Þ

TRt ¼ � ab

aþ b

� �
i dt þ 1

aþ b

� �
½avst þ að1þ fbÞvbt þ ðbþ afdÞvdt �: ð11:32Þ

How does the Fed’s operating procedure a¤ect the interpretation of movements

in nonborrowed reserves, borrowed reserves, and the federal funds rate as measures

of monetary policy shocks? Under a federal funds rate operating procedure, the Fed

o¤sets total reserve demand and borrowing demand disturbances so that they do

not a¤ect the funds rate. According to (11.30), this policy requires that fb ¼ �1 and

fd ¼ 1. In other words, a shock to borrowed reserves leads to an equal but opposite

movement in nonborrowed reserves to keep the funds rate (and total reserves)

unchanged (see 11.28), whereas a shock to total reserve demand leads to an equal

change in reserve supply through the adjustment of nonborrowed reserves. The inno-

vation in nonborrowed reserves is equal to vs � vb þ vd and so does not reflect solely

exogenous policy shocks.

Under a nonborrowed reserve procedure, fb ¼ 0 and fd ¼ 0 as innovations to

nonborrowed reserves reflect policy shocks. In this case, (11.30) becomes

i
f
t ¼ b

aþ b

� �
i dt � 1

aþ b

� �
ðvst þ vbt � vdt Þ; ð11:33Þ

so innovations in the funds rate reflect both policy changes and disturbances to re-

serve demand and the demand for borrowed reserves. In fact, if vd arises from shocks

to money demand that lead to increases in measured monetary aggregates, innova-

tions to the funds rate can be positively correlated with innovations to broader mon-

etary aggregates. Positive innovations in an aggregate such as M1 would then appear

to increase the funds rate, a phenomenon found in the VAR evidence reported in

chapter 1.
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From (11.31), a borrowed reserves policy corresponds to fd ¼ 1 and fb ¼ a=b,

since adjusting nonborrowed reserves in this manner insulates borrowed reserves

from nonpolicy shocks. That is, nonborrowed reserves are fully adjusted to accom-

modate fluctuations in total reserve demand. Under a borrowed reserves procedure,

innovations to the funds rate are, from (11.30),

i
f
t ¼ b

aþ b

� �
i dt � 1

aþ b

� �
vst þ 1þ a

b

� �
vbt

� �
;

so the funds rate reflects both policy and borrowing disturbances.

Table 11.1 summarizes the values of fd and fb that correspond to di¤erent operat-

ing procedures.

In general, the innovations in the observed variables can be written (ignoring dis-

count rate innovations) as

i
f
t

BRt

NBRt

264
3751 ut ¼

� 1
aþb

� 1þf b

aþb
1�f d

aþb

� b
aþb

a�bf b

aþb
bð1�f d Þ
aþb

1 fb fd

2664
3775 vst

vbt
vdt

264
3751Avt: ð11:34Þ

By inverting the matrix A, one can solve for the underlying shocks, the vector v, in

terms of the observed innovations u: v ¼ A�1u. This operation produces

vst
vbt
vdt

264
375 ¼

bfb � afd �ðfd þ fbÞ 1� fd

�b 1 0

a 1 1

264
375 i

f
t

BRt

NBRt

264
375:

Hence,

vst ¼ ðbfb � afdÞi ft � ðfd þ fbÞBRt þ ð1� fdÞNBRt; ð11:35Þ

so that the policy shock can be recovered as a specific linear combination of the inno-

vations to the funds rate, borrowed reserves, and nonborrowed reserves. From the

parameter values in table 11.1, the following relationship holds between the policy

shock and the VAR residuals:

Table 11.1
Parameters under Alternative Operating Procedures

Operating Procedure

Funds Rate Nonborrowed Borrowed Total

fd 1 0 1 � b
a

fb �1 0 a
b

�1
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Funds rate procedure: vst ¼ �ðbþ aÞi ft

Nonborrowed reserve procedure: vst ¼ NBRt

Borrowed reserve procedure: vst ¼ � 1þ a

b

� �
BRt

Total reserve procedure: vst ¼ 1þ a

b

� �
TRt

Policy shock cannot generally be identified with innovations in any one of the re-

serve market variables. Only for specific values of the parameters fd and fb, that is,

for specific operating procedures, might the policy shock be recoverable from the in-

novation to just one of the reserve market variables.

Reserve Market Responses

This section uses the basic reserve market model to discuss how various disturbances

a¤ect reserve quantities and the funds rate under alternative operating procedures.

Figure 11.1 illustrates reserve market equilibrium between total reserve demand and

supply. For values of the funds rate less than the discount rate, reserve supply is ver-

tical and equal to nonborrowed reserves. With the discount rate serving as a penalty

Figure 11.1
The reserve market.
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rate, borrowed reserves fall to zero in this range, so that total reserve supply is just

NBR. As the funds rate increases above the discount rate, borrowings become posi-

tive (see (11.27)) and the total supply of reserves increases. Total reserve demand is

decreasing in the funds rate according to (11.25).

Consider first a positive realization of the policy shock vs. The e¤ects on i f , BR,

and NBR can be found from the first column of the matrix A in (11.34). The policy

shock increases nonborrowed reserves (think of it as initiating an open market pur-

chase that increases banking sector reserve assets). In figure 11.1, the reserve supply

curve shifts to the right horizontally by the amount of the increase in NBR. Given

the borrowed reserves and total reserve demand functions, this increase in reserve

supply causes the funds rate to fall. Bank borrowing from the Fed decreases because

the relative cost of borrowed reserves ði d � i f Þ has risen, partially o¤setting some of

the increase in total reserve supply.36 A policy shock is associated with an increase in

total reserves, a fall in the funds rate, and a fall in borrowed reserves.

It is the response to nonpolicy disturbances that will di¤er, depending on the oper-

ating procedures (see the second and third columns of the matrix A; the elements of

these columns depend on the f j parameters). Suppose there is a positive disturbance

to total reserve demand, vd > 0. This shifts total reserve demand to the right. In the

absence of any policy response (i.e., if fd ¼ 0), the funds rate increases. This increase

reduces total reserve demand (if a > 0), o¤setting to some degree the initial increase

in reserve demand. The rise in the funds rate induces an increase in reserve supply as

banks increase their borrowing from the Fed. Under a funds rate operating proce-

dure, however, fd ¼ 1; the Fed lets nonborrowed reserves rise by the full amount of

the rise in reserve demand to prevent the funds rate from rising. Both reserve demand

and reserve supply shift to the right by the amount of the disturbance to reserve

demand, and the new equilibrium is at an unchanged funds rate. Thus, total reserve

demand shocks are completely accommodated under a funds rate procedure. If the

positive reserve demand shock originated from an increase in the demand for bank

deposits as a result of an economic expansion, a funds rate procedure automatically

accommodates the increase in money demand and has the potential to produce pro-

cyclical movements of money and output.37

In contrast, under a total reserves operating procedure, the Fed would adjust non-

borrowed reserves to prevent vd from a¤ecting total reserves. From (11.32), this

requires that fd ¼ �b=a; nonborrowed reserves must be reduced in response to a

36. This analysis assumes that the discount rate has not changed; the Fed could, for example, change the
discount rate to keep i f � i d constant and keep borrowed reserves unchanged. Since the total supply of
reserves has increased, the funds rate must fall, so this would require a cut in the discount rate.

37. Since operating procedures have been defined in terms of the innovations to reserves and the funds
rate, nothing has been said about the extent to which the funds rate might be adjusted in subsequent
periods to o¤set movements in reserve demand induced by output or inflation.
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positive realization of vd . It is not su‰cient just to hold nonborrowed reserves con-

stant; the rise in the funds rate caused by the rise in total reserve demand will induce

an endogenous rise in reserve supply as banks increase their borrowing from the Fed.

To o¤set this, nonborrowed reserves are reduced. Thus, while a funds rate procedure

o¤sets none of the impact of a reserve demand shock on total reserves, a total reserve

procedure o¤sets all of it.

Under a nonborrowed reserves procedure, fd ¼ 0; hence, a positive shock to re-

serve demand raises the funds rate and borrowed reserves. Total reserves rise by

�ai f þ vd ¼ ½b=ðaþ bÞ�vd < vd . So reserves do rise (in contrast to the case under a

total reserves procedure) but by less than under a funds rate procedure.

Finally, under a borrowed reserves procedure, a positive shock to total reserve de-

mand will, by increasing the funds rate, also tend to increase bank borrowing. To

hold borrowed reserves constant, the Fed must prevent the funds rate from rising

(i.e., it must keep i f ¼ 0; see (11.27)). This objective requires letting nonborrowed

reserves rise. So in the face of shocks to total reserve demand, a funds rate operating

procedure and a borrowed reserves procedure lead to the same response. As (11.33)

shows, however, a borrowed reserves operating procedure is an ine‰cient procedure

for controlling the funds rate in that it allows disturbances to the borrowing function

(i.e., vb shocks) to a¤ect the funds rate. These results are summarized in table 11.2.

Now suppose there is a positive shock to bank borrowing; vb > 0. The increase in

borrowed reserves, by increasing total reserves, will lower the funds rate. Under a

funds rate procedure, the Fed prevents this outcome by reducing nonborrowed re-

serves ðfb ¼ �1Þ to fully neutralize the e¤ect of vb on the total reserve supply. The

same response would occur under a total reserves operating procedure. In contrast,

under a nonborrowed reserves procedure, fb ¼ 0, so the increase in borrowed re-

serves also increases total reserve supply, and the funds rate must decline to clear the

reserve market. These results are summarized in table 11.3.

Following Bernanke and Mihov, fd and fb characterize di¤erent operating proce-

dures. However, the parameters a and b in the total reserve demand (11.25) and the

borrowed reserves (11.27) relationships may also vary under di¤erence operating

Table 11.2
Response to a Positive Reserve Demand Shock

Operating Procedure

FF BR NBR TR

Funds rate 0 0 þ þ
Total reserves þ þ þ 0

Nonborrowed reserves þ þ 0 �
Borrowed reserves 0 0 þ þ
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procedures. For example, models of bank borrowing from the discount window (e.g.,

Goodfriend 1983) imply that the slope of the borrowing function should depend on

the operating procedure being employed.38 Evidence supporting this hypothesis is

reported in Pearce (1993). As noted earlier, the coe‰cient b should depend on the

time series process that characterizes the funds rate. If changes in the funds rate are

very persistent, b will tend to be smaller than under a procedure that leads to more

transitory changes in the funds rate.

While the focus has been on the reserve market, it is important to keep in mind

that the purpose of reserve market intervention by the Fed is not to a¤ect the funds

rate or reserve measures themselves. The Fed’s objective is to influence its policy goal

variables, such as the rate of inflation. The simple money multiplier framework dis-

cussed earlier provides a link between the reserve market and other factors a¤ecting

the supply of money. The observed quantities of the broader monetary aggregates

then reflect the interaction of the supply of and demand for money. Movements in

the funds rate are linked to longer-term interest rates through the term structure (see

chapter 10).

11.4.3 A Simple Model of a Channel System

Several central banks (e.g., Australia, Canada, New Zealand, Sweden, and Switzer-

land, all of whom, with the exception of Switzerland, are inflation targeters) employ

a corridor or channel system for interest rate control. In a channel system, the central

bank sets lower and upper bounds for the interest rate. The upper bound is provided

by the penalty rate on reserve borrowing because no bank will borrow in the private

market if the interest rate exceeds the rate at which reserves can be obtained from the

central bank. The lower bound is provided by the interest rate paid on reserves be-

cause no bank would lend in the private market if the interest rate is less than the

rate received on reserves. Under a channel system, the central bank’s target interest

Table 11.3
Response to a Positive Shock to Borrowed Reserves

Operating Procedure

FF BR NBR TR

Funds rate 0 � � 0

Total reserves 0 þ þ 0

Nonborrowed reserves � þ 0 �
Borrowed reserves þ 0 þ þ

38. See (11.26) and the discussion after (11.27). Some of the implications of Goodfriend’s model are exam-
ined in Walsh (1990).
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rate may not provide a complete description of policy because, conditional on the

target rate, the spread between the interest rate paid on reserves and the penalty bor-

rowing rate can a¤ect bank behavior. A channel system can also allow the central

bank to alter the market interest rate without altering the level of reserves (see

Woodford 2001c).

The simplest form of channel system is one in which there are no reserve require-

ments; the central bank pays an interest rate i� � s1 on any reserve balances and

charges a rate i� þ s2 on any bank reserve overdrafts (i.e., it lends reserves at the

rate i� þ s2 to any bank that has a negative reserve balance at the central bank).

The central bank’s target interest rate is i�. Assume, as Whitesell (2006) does, that

the central bank sets a symmetric window around i� with s1 ¼ s2 ¼ s.39 Assume fur-

ther that loans from the central bank are perfect substitutes for funds obtained in the

private market, and overnight balances with the central bank are perfect substitutes

for lending in the private market. These assumptions ensure that no bank will bor-

row in the private market if the interest on such loans exceeds i� þ s or lend to an-

other bank if the private market interest rate is less than i� � s. The willingness of the

central bank to pay a fixed rate on balances and to lend automatically at a fixed rate

is called a standing facility. Hence, if i is the private market interbank rate,

i� � sa ia i� þ s:

The rate i is constrained to remain within the corridor established by the spread s.

Hence, this type of system is also called a corridor system.40

The Bank’s Decision Problem

Assume bank balances are subject to stochastic fluctuations. Let T be the expected

value of the bank’s end-of-day balances, and let actual end-of-day balances be

T þ e, where e is a mean zero random variable with continuous distribution function

F ð:Þ. The model presumes that the realization of e occurs after the interbank market

closes. The representative bank chooses T to balance two costs. First, if it sets T too

high, it is likely to end the day with a positive reserve balance that earns i� � s rather

than the rate i that could have been obtained by lending to another bank. Hence, the

opportunity cost of holding positive end-of-day balances relative to lending them out

is i � ði� � sÞ. Second, if T is set too low, the bank may end the day with a negative

39. Berentsen and Monnet (2008) developed a model in which money demand is motivated by the assump-
tion that goods market transactions are anonymous. They derived the optimal spread and noted that the
impact of monetary policy is characterized by both the target interest rate and the spread between borrow-
ing and lending rates from the central bank’s standing facility.

40. Whitesell (2006) noted that between June 2003 and June 2004, the Fed’s target for the federal funds
rate was 1 percent and it charged a 2 percent penalty rate on discount window borrowing. Since the Fed
did not pay interest on reserves at the time, the Fed was essentially using a symmetric channel system wth
i � ¼ 1 percent and s ¼ 1 percent.
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balance and need to borrow from the central bank at the rate i� þ s rather than from

another bank at the rate i. Hence, the opportunity cost of ending the day with an

overdraft and borrowing from central bank is i� þ s� i. The bank will choose T to

minimize the expected sum of these two costs, subject to the probability distribution

of the stochastic process e.41

The problem of a risk-neutral bank is to pick T to minimizeðy
�T

ði � i� þ sÞðT þ eÞ dFðeÞ �
ð�T

�y
ði� þ s� iÞðT þ eÞ dF ðeÞ:

The first term is the opportunity cost of ending the day with positive balances. This

occurs whenever e > �T . The second term is the opportunity cost of borrowing from

the central bank, and this occurs whenever e < �T . The first-order condition for the

optimal choice of T is

ði � i� þ sÞ
ðy
�T

dFðeÞ � ði� þ s� iÞ
ð�T

�y
dF ðeÞ ¼ 0:

This can be expressed as ði � i� þ sÞ½1� F ð�T �Þ� � ði� þ s� iÞF ð�T �Þ ¼ 0, where

T � is the optimal level of planned reserve balances, or

T � ¼ �F�1 1

2
þ i � i�

2s

� �
: ð11:36Þ

If the market rate equals the target rate, i ¼ i�, then T � ¼ �F�1ð1=2Þ, so if the dis-

tribution function F is symmetric, T � ¼ 0. However, if the net supply of clearing bal-

ances di¤ers from zero, the market rate will di¤er from i�. For example, if the net

supply is T , then market equilibrium requires that T � ¼ T and

i ¼ i� � s½1� 2F ð�TÞ�; ð11:37Þ
so that i� � sa ia i� þ s, showing that the private market rate i remains in the cor-

ridor defined by the target rate and the spread. In the case of New Zealand, for ex-

ample, net settlement cash is quite small and s is equal to 25 basis points. Thus, with

T small but positive, F ð�TÞ is slightly less than 1=2, and i will be slightly below i�.
Figure 11.2 illustrates the demand for reserves given by (11.36) when e is normally

distributed, the target interest rate is 3 percent, and s is equal to 50 basis points. The

supply of reserves when T ¼ 0 is given by the solid line at 2.5 percent up to the net

41. Reserve management problems are essentially equivalent to inventory management problems. When
sales and/or production are stochastic, the optimal level of inventories balances the costs of stocking out
versus the cost of carrying unsold goods.
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balance of zero and then it jumps up to the penalty rate of 3.5 percent. Equilibrium

occurs where the demand curve cuts the supply curve, and the interest rate is equal to

the target rate. The figure illustrates the case of a zero net settlement balance, but the

same argument would apply for any positive level; the supply curve would simply

shift to the right. If the central bank were unable to control reserve supply exactly

due to random variation, then the overnight rate might end up slightly above or

below the actual target i� (see Woodford 2001c on both points).

An interesting implication of (11.37) is that the central bank can a¤ect the equilib-

rium market rate without altering the supply of settlement balances. It can do so by

simply announcing a change in its target rate i� without altering T . Guthrie and

Wright (2000) characterized the Reserve Bank of New Zealand as employing ‘‘open

mouth’’ operations rather than open market operations to a¤ect the market rate. The

ability of the central bank in a channel system to a¤ect the market without engaging

in open market operations that a¤ect the supply of reserves is in marked contrast to

the tradition model of the reserve market.

The model of a channel system assumes that borrowing from the private market

and borrowing from the central bank are perfect substitutes, so i can never rise above

i� þ s. Similarly, lending to another bank and leaving deposits at the central bank are

assumed to be perfect substitutes, so i can never fall below i� � s. In practice, these

Figure 11.2
Reserve market equilibrium under a channel system with a target rate of 3 percent, a symmetric spread of
G50 basis points, and zero net supply of settlement balances. The demand curve for reserves is downward-
sloping within the corridor defined by i � � s and i � þ s.
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various options are not equivalent. For example, in the U.S. interbank market, loans

are generally unsecured and central bank (Fed) borrowings are collateralized, so the

two are not perfect substitutes. In this case, the cost of borrowing from the central

bank would be i� þ s plus the cost of collateral (see Berentsen and Monnet 2008).

Since private lending is unsecured, it is riskier than holding a riskless account balance

at the central bank. So the opportunity cost of having overnight balances with the

central bank is ði � rÞ � ði� � sÞ, where r is a risk premium. In addition, not all banks

may have access to the central bank’s standing facilities. For example, according to

Whitesell (2006), only 60 percent of U.S. depository institutions have completed the

paper work necessary to borrow at the discount window. The Bank of Canada and

the Bank of England limit access to certain institutions, and the ECB and Bank of

England pay interest on reserves only if banks shift funds out of reserve accounts

and into special deposit accounts each day.

Channel systems are becoming increasingly common. When reserve holdings by

banks are small, as a result either of innovations that reduce the level of required

reserves or because reserve requirements have been eliminated, channel systems pro-

vide an operating procedure for controlling the overnight bank rate. Open market

operations are still necessary to o¤set random fluctuations in the stock of reserves,

but these operations are not used to control interest rate levels as under traditional

models of operating procedures.

11.5 A Brief History of Fed Operating Procedures

In the United States, the operating procedures employed by the Fed have changed

over time. This fact implies that the manner in which the reserve market has

responded to disturbances has varied and that the appropriate measure of policy

shocks has also changed.

Fed operating procedures have been discussed by various authors,42 and major

studies of operating procedures have been undertaken by the Federal Reserve (Fed-

eral Reserve System 1981; Goodfriend and Small 1993). Over the past 30 years in the

United States, most monetary economists have identified four di¤erent regimes, each

defined according to the basic operating procedure the Fed followed. Chronologi-

cally, these correspond to periods of funds rate, nonborrowed reserves, borrowed

reserves, and funds rate operating procedures, although in no case did the Fed’s be-

havior reflect pure examples of any one type.43

42. Examples include Walsh (1990); Goodfriend (1991; 1993); Strongin (1995); Meulendyke (1998); and
the references they cite.

43. From 1975 to 1993, the Fed announced targets for various monetary aggregates, and these played a
role as intermediate targets during some periods; see B. Friedman and Kuttner (1996).
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11.5.1 1972–1979

The first period dates from the end of the Bretton Woods exchange rate system in the

early 1970s to October 6, 1979. The Fed is usually described as having followed a

federal funds rate operating procedure during this period. Under such a policy, the

Fed allowed nonborrowed reserves to adjust automatically to stabilize the funds

rate within a narrow band around its target level. Thus, a shock to total reserve de-

mand that in the absence of a policy response would have led to an increase in both

the funds rate and borrowed reserves was o¤set by open market purchases that

expanded nonborrowed reserves su‰ciently to prevent the funds rate from rising

(i.e., fd ¼ 1). As a result, expansions in reserve demand were fully accommodated

by increases in reserve supply.44

A funds rate operating procedure only implies that shocks to the funds rate are o¤-

set initially; the targeted funds rate could, in principle, respond strongly beginning in

period tþ 1. However, the funds rate operating procedure came under intense criti-

cism during the 1970s because of the Fed’s tendency to stabilize interest rates for

longer periods of time. Such interest rate–smoothing behavior can have important

implications for price level behavior (Goodfriend 1987). Because a rise in the price

level will increase the nominal demand for bank deposits as private agents attempt

to maintain their real money holdings, periods of inflation will lead to increases in

the nominal demand for bank reserves. If the central bank holds nonborrowed

reserves fixed, the rising demand for reserves pushes up interest rates, thereby moder-

ating the rise in money demand and real economic activity. If the central bank in-

stead attempts to prevent interest rates from rising, it must allow the reserve supply

to expand to accommodate the rising demand for reserves. Thus, interest rate–

stabilizing policies can automatically accommodate increases in the price level, con-

tributing to ongoing inflation. Under some circumstances, an interest rate policy can

even render the price level indeterminate; an arbitrary change in the price level pro-

duces a proportionate change in nominal money demand, which the central bank

automatically accommodates to keep interest rates from changing. Since market

interest rates incorporate a premium for expected inflation, an increase in expected

inflation would, under a policy of stabilizing market interest rates, also be automati-

cally accommodated.

Recall from the reserve-market model that under a funds rate procedure, non-

borrowed reserves are automatically adjusted to o¤set the impact on the funds rate

44. While the discussion here focuses on reserve market adjustments, changes in the funds rate target then
lead to changes in market interest rates. For evidence, see Cook and Hahn (1989); Rudebusch (1995); or
Roley and Sellon (1996). International evidence on the response of market interest rates to changes in the
short-run interest rate used to implement policy can be found in Buttiglione, Del Giovane, and Tristani
(1998).
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of shocks to total reserve demand and to borrowed reserves. In terms of the model

parameters, this adjustment requires that fd ¼ 1 and fb ¼ �1. Bernanke and Mihov

(1998), using both monthly and biweekly data, reported that these restrictions are not

rejected for the period 1972:11 to 1979:09. Thus, innovations in the funds rate pro-

vide an appropriate measure of monetary policy during this period.

11.5.2 1979–1982

In October 1979, as part of a policy shift to lower inflation, the Fed moved to a non-

borrowed reserves operating procedure. An operating procedure that focused on a

reserve quantity was viewed as more consistent with reducing money growth rates

to bring down inflation.

The Fed had, in fact, begun announcing target growth rates for several monetary

aggregates in 1975. Under the Humphrey-Hawkins Act, the Fed was required to es-

tablish monetary targets and report these to Congress.45 Because growth rate target

ranges were set for several measures of the money supply (there were targets for M1,

M2, M3, and debt), the extent to which these targets actually influenced policy was

never clear. The move to a nonborrowed reserves operating procedure was thought

by many economists to provide a closer link between the policy instrument (non-

borrowed reserves) and the intermediate target of policy (the monetary growth tar-

gets). B. Friedman and Kuttner (1996) provided an evaluation of the actual e¤ects

of these targets on the conduct of policy.

Under a nonborrowed reserves procedure, an increase in expected inflation would

no longer automatically lead to an accommodative increase in bank reserves. In-

stead, interest rates would be allowed to rise, reducing nominal asset demand and

restraining money growth. Similarly, if money growth rose above the Fed’s target

growth rate, reserve demand would rise, pushing up the funds rate. The resulting

rise in the funds rate would tend to reduce money demand automatically.

Whether the Fed actually followed a nonborrowed reserves procedure after Octo-

ber 1979 has often been questioned. The funds rate was clearly both higher and more

volatile after the switch in policy procedures than before.46 Many commentators

felt that the policy shift in late 1979 was designed to allow the Fed to increase in-

terest rates substantially while reducing the political pressures on the Fed to prevent

rates from rising. Under the former funds rate procedure, changes in short-term

45. The targets for M1 for the period 1975–1986 and for M2 and M3 for the period 1975–1991 are
reported in Bernanke and Mishkin (1993, table 1). Preliminary targets for the following calendar year
were set each July and confirmed in January. Discussions of the targets can be found in the various issues
of the Federal Reserve’s ‘‘Monetary Report to Congress.’’ The Fed stopped setting growth rate targets for
M1 after 1986 because of the apparent breakdown in the relationship between M1 and nominal income.

46. See figure 1.5. Much of the increased volatility in early 1980 was caused by the imposition and then
removal of credit controls.

11.5 A Brief History of Fed Operating Procedures 549



interest rates were (correctly) perceived as reflecting Fed decisions. By adopting a

nonborrowed reserves operating procedure and focusing more on achieving its tar-

geted growth rates for the money supply, the Fed could argue that the high interest

rates were due to market forces and not Fed policy. Cook (1989) estimated, however,

that fully two-thirds of all funds rate changes during this period were the result of

‘‘judgmental’’ Fed actions; only one-third represented automatic responses to non-

policy disturbances.

The 1979–1982 period was characterized by increased attention by the Fed to its

monetary targets. In principle, nonborrowed reserves were adjusted to achieve a tar-

geted growth rate for the money stock. If the money stock was growing faster than

desired, the nonborrowed reserve target would be adjusted downward to place up-

ward pressure on the funds rate. This in turn would reduce money demand and tend

to bring the money stock back on target. As a result, market interest rates responded

sharply to each week’s new information on the money supply. If the money supply

exceeded the market’s expectation, market interest rates rose in anticipation of future

policy tightening (see Roley and Walsh 1985 and the references listed there).

The actual practice under the nonborrowed reserves procedure was complicated by

several factors. First, the Fed established and announced targets for several di¤erent

definitions of the money stock.47 This policy reduced the transparency of the proce-

dure because often one monetary aggregate might be above its target while another

would be below, making the appropriate adjustment to the nonborrowed reserves

path unclear. Second, under the system of lagged reserve accounting then in e¤ect,

the level of reserves a bank was required to hold during week t was based on its av-

erage deposit liabilities during week t� 2. With reserve demand essentially predeter-

mined each week, variations in the funds rate had little contemporaneous e¤ect on

reserve demand. Changes in reserve supply required large swings in the funds rate

to equilibrate the reserve market. A rise in interest rates had no immediate e¤ect on

the banking sector’s reserve demand, leading to a delay in the impact of a policy

tightening on money growth. This system was criticized as reducing the ability of

the Fed to control the growth rate of the monetary aggregates (see McCallum and

Hoehn 1983).48

Referring to the earlier reserve market model, with fd ¼ fb ¼ 0 under a non-

borrowed reserves operating procedure, (11.30) implies that

47. The Fed established target cones for each aggregate. For example, the target cone for M1 set in Janu-
ary 1980 was 4.0–6.5 percent from a base of the actual level of M1 in the fourth quarter of 1979. The use
of actual levels as the base for new target cones resulted in base drift; past target misses were automatically
incorporated into the new base. See Broaddus and Goodfriend (1984). For a discussion of the optimal de-
gree of base drift, see Walsh (1986).

48. Lagged reserve accounting was replaced by contemporaneous reserve accounting in 1984. See Hamil-
ton (1996) for a detailed discussion of the reserve accounting system.
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i
f
NBR ¼ b

aþ b

� �
i d � 1

aþ b

� �
½vs þ vb � vd �; ð11:38Þ

so that, ignoring discount rate changes, the variance of funds rate innovations rises

from s2
s =ðaþ bÞ2 under a pure funds rate operating procedure to ½s2

s þ s2
d þ s2

b �=
ðaþ bÞ2 under a pure nonborrowed reserves operating procedure, where s2

i is the

variance of vi for i ¼ s; d; b. The variance of funds rate innovations is decreasing in

a, and with lagged reserve accounting, a ¼ 0, further increasing the variance of the

funds rate. Changes in reserve supply would require large swings in the funds rate

to equilibrate the reserve market.

In practice, it was argued that the Fed actually set its nonborrowed reserves target

to achieve the level of the funds rate it desired. That is, the Fed started with a desired

path for the money stock; since equilibrium required that money demand equal

money supply, it used an estimated money demand function to determine the level

of the funds rate consistent with the targeted level of money demand. Then, based

on total reserve demand (predetermined under lagged reserve accounting) and an

estimated borrowed reserve function, it determined the level of nonborrowed reserves

required to achieve the desired funds rate. A nonborrowed reserves operating proce-

dure designed to achieve a desired funds rate is simply an ine‰cient funds rate pro-

cedure. However, by shifting the focus of policy away from a concern for stabilizing

interest rates, the 1979 policy shift did reflect a substantive policy shift consistent

with reducing the rate of inflation.

Using biweekly data for the period October 1979 to October 1982, Bernanke and

Mihov (1998) reported estimates of fd and fb; neither estimate is statistically signifi-

cantly di¤erent from zero. These estimates are consistent, then, with the actual use of

a nonborrowed-reserves operating procedure during this period.

Key to a nonborrowed reserves operating procedure is the need to predict the

relationship between changes in nonborrowed reserves and the resulting impact on

broader monetary aggregates, inflation, and real economic activity. During the late

1970s and early 1980s, there seemed to be a fairly stable relationship between mone-

tary aggregates such as M1 and nominal income. This relationship could be used to

work backward from a desired path of nominal income growth to a growth path for

M1 to a growth path for nonborrowed reserves. Unfortunately, this relationship

appeared to break down in the early and mid-1980s (see, e.g., B. Friedman and Kutt-

ner 1996). In the absence of a reliable link between reserve measures and nominal

income, the Fed eventually moved away from a nonborrowed reserves operating

procedure.

11.5.3 1982–1988

After 1982 the Fed generally followed a borrowed reserves operating procedure.

As noted earlier, such a procedure is, in practice, similar to a funds rate operating
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procedure, at least in the face of reserve demand shocks (see table 11.2). The basic

Poole analysis implied that an operating procedure oriented toward interest rates

will tend to dominate one oriented toward monetary aggregates as the variance of

money demand shocks rises relative to aggregate demand shocks. B. Friedman and

Kuttner (1996) provided a plot of the ratio of the variance of money demand shocks

to the variance of aggregate demand shocks based on an estimated VAR. The plot

shows this ratio reaching a minimum during 1981 and then steadily increasing. The

shift back to an interest rate operating procedure after 1982 is consistent with the rec-

ommendations of Poole’s model.

From the earlier discussion, a borrowed reserves operating procedure implies

values of 1 and a=b for fd and fb. Bernanke and Mihov (1998) obtained point esti-

mates for fd and fb for February 1984 to October 1988 that are more consistent with

a funds rate procedure ðfd ¼ 1; fb ¼ �1Þ than with a borrowed reserves procedure.

However, for biweekly data during the post-1988 period, Bernanke and Mihov found

estimates consistent with a borrowed reserves procedure with a ¼ 0. This last pa-

rameter restriction agrees with the characterization of policy provided by Strongin

(1995).

Cosimano and Sheehan (1994) estimated a biweekly reserve-market model using

data from 1984 to 1990. Their results are consistent with a borrowed reserves proce-

dure over this period and not with a funds rate procedure, although they noted that

actual policy under this procedure was similar to what would occur under a funds

rate procedure. The evidence also suggests that after the October 1987 stock market

crash, the Fed moved toward a more direct funds rate procedure.

11.5.4 After 1988

Since the late 1980s, the Fed has targeted the funds rate directly ðfd ¼ 1; fb ¼ �1Þ.
Open market operations are conducted once each day, so the actual funds rate can

fluctuate slightly around the target rate on a daily basis. Taylor (1993) was one of

the earliest to model Fed interest rate–setting behavior in terms of a policy rule. He

showed that a simple rule that made the funds rate a function of inflation and the

output gap did a good job in tracking the actual behavior of the funds rate. Taylor

rules have become a standard way of representing policy by the Fed and other cen-

tral banks and have generated a huge literature estimating Taylor rules for di¤er-

ent time periods and for di¤erent central banks (see, e.g., Clarida, Galı́, and Gertler

1999; Orphanides 2001). Taylor rules, usually augmented to include past interest

rates, are commonly used to represent policy in empirical DSGE models (Christiano,

Eichenbaum, and Evans 2005; Smets and Wouter 2003). Interest rate rules in new

Keynesian models are discussed in chapter 8, and more references to the literature

are provided.

One of the biggest changes in operating procedures since 1990 is the increase in the

transparency with which the Fed and other central banks conduct monetary policy.
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Since 1994 the Federal Open Market Committee (FOMC) has announced its policy

decisions at the time they are made. These announced changes in the target rate re-

ceive prominent coverage in the press, and the FOMC’s press releases serve to con-

vey its assessment of the economy to the public and to give some signal of possible

future changes in policy. The Fed has begun providing more information on FOMC

members’ projections of future growth and inflation. The medium-term projections

for inflation have been interpreted as giving the implicit inflation targets of the

members of the FOMC.49 While these statements contribute to policy transparency,

the Fed, unlike many other central banks, has never formally translated its ‘‘long-

run goals of price stability’’ into an explicit target for the rate of inflation. Nor

has it published projections for its policy interest rate, as several central banks have

done.

The financial market crisis that began during the second half of 2007 has led to

major changes in the operating procedures of the Federal Reserve. During 2008, the

Fed cut the funds rate target, and the e¤ective funds rate was essentially at zero by

the end of 2008. In such an environment, policy clearly can no longer be represented

in terms of a simple rule for setting the policy interest rate. To deal with the financial

crisis and the sharp decline in economic activity, the Fed developed new policy tools.

For example, new auction facilities were introduced to expand the range of institu-

tions able to borrow from the Fed, and the assets that qualified as collateral were

greatly expanded. However, even as the funds rate fell to zero, rates on corporate

debt rose, reflecting increases in risk premiums, and the Fed moved directly to reduce

risk spreads. Cecchetti (2008) discussed some of these new policies, and Taylor and

Williams (2008) provided some empirical evidence that initial attempts by the Fed to

alter interest rates by changing the composition of its balance sheet were ine¤ective.

It is too early to tell which of the new tools of the Fed will remain active components

of monetary policy once the economy rebounds or what role asset prices and credit

market variables may play in the future conduct of policy.

11.6 Other Countries

The preceding discussion focused on the United States. If measuring monetary policy

requires an understanding of operating procedures, then the appropriate measure of

policy in the United States will not necessarily be appropriate for other countries.

Operating procedures generally depend on the specific institutional structure of a

country’s financial sector, and the means used to implement monetary policy have

varied over time in most countries as financial markets have evolved as the result of

49. Eij‰nger and Geraats (2006) and Dincer and Eichengreen (2007) constructed indexes of central bank
transparency. Gerrats (2002) provided a survey of research on monetary policy transparency. Recent work
on transparency is cited in Walsh (2007).
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either deregulation or financial innovation. Borio (1997) provided a survey of policy

implementation in the industrial economies. Detailed discussions of the operating

procedures in France, Germany, Japan, the United Kingdom, and the United States

can be found in Batten et al. (1990). Bernanke and Mishkin (1993) provided case

studies of monetary policy strategies in the United States, the United Kingdom,

Canada, Germany, Switzerland, and Japan. These countries, plus France, are dis-

cussed in Kasman (1993) and Morton and Wood (1993). The behavior of the

Bundesbank is examined by Clarida and Gertler (1997). Cargill, Hutchison, and Ito

(1997) provided a discussion of Japan. Goodhart and Viñals (1994) discussed policy

behavior in a number of European and Antipodian countries. A recent survey of cen-

tral bank operating procedures is provided in Bank for International Settlements

(2007).

The experiences with monetary policy operating procedures in all these countries

have been broadly similar over the past 20 years. Beginning in the mid-1970s, many

countries publicly established monetary targets. Germany, Canada, and Switzerland

began announcing money targets in 1975, the United Kingdom in 1976, and France

in 1977. The weight placed on these targets, however, varied greatly over time. In

general, the financial innovations that occurred in the 1980s, together with significant

deregulation of financial markets that took place after 1985, reduced reliance on

monetary targets. This finding is consistent with the implications of Poole’s model,

which suggested that increased financial market instability that makes money de-

mand less predictable would lessen the advantages of an operating procedure ori-

ented toward monetary aggregates.

Morton and Wood (1993) argued that a common theme among the six industrial

countries they examined was a move to more flexible interest rate policies. Rather

than rely on o‰cially established interest rates, often combined with direct credit

controls, central banks moved toward more market-oriented interest rate policies.50

These involve control over a reserve aggregate (such as nonborrowed reserves in the

United States) through which the central bank influences liquidity in the money mar-

ket. This provides the central bank with control over a short-term money market rate

that balances reserve supply and demand. Typically, central banks do not intervene

in the market continuously; instead they estimate reserve demand and then add or

subtract bank reserves to achieve the targeted interbank interest rate. Because these

operations are based on reserve projections and because actual reserve demand may

di¤er from projections, the actual value of the interest rate can di¤er from the central

bank’s target. However, by intervening daily, the central bank can normally keep

target deviations quite small.

50. Similarly, Kasman (1993) noted that innovation and liberalization in financial markets have made the
institutional setting in which policy is conducted increasingly similar among the industrial countries.
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Finally, it is worth emphasizing that the choice of operating procedure is, in prin-

ciple, distinct from the choice of ultimate goals and objectives of monetary policy.

For example, a policy under which price stability is the sole objective of monetary

policy could be implemented through either an interest rate procedure or a reserve

aggregate procedure. A policy that incorporates output stabilization or exchange

rate considerations can similarly be implemented through di¤erent procedures. The

choice of operating procedure is significant, however, for interpreting the short-term

response of financial markets to economic disturbances. And ine‰cient procedures

can introduce unnecessary volatility into financial markets.

11.7 Problems

1. Suppose the basic Poole model, (11.1) and (11.2), is modified by allowing the dis-

turbances to be serially correlated. Specifically, assume that the disturbance in (11.1)

is given by ut ¼ ruut�1 þ jt, and the disturbance in (11.2) is given by vt ¼ rvvt�1 þ ct,

where j and c are white noise processes (assume that all shocks can be observed with

a one-period lag). Assume the central bank’s loss function is EðytÞ2.
a. Under a money supply operating procedure, derive the value of mt that minimizes

EðytÞ2.
b. Under an interest rate operating procedure, derive the value of it that minimizes

EðytÞ2.
c. Explain why your answers in (a) and (b) depend on ru and rv.

d. Does the choice between a money supply procedure and an interest rate procedure

depend on ru and rv? Explain.

e. Suppose the central bank sets its instrument for two periods (for example, mt ¼
mtþ1 ¼ m�) to minimize EðytÞ2 þ bEðytþ1Þ2, where 0 < b < 1. How is the instrument

choice problem a¤ected by ru and rv?

2. Suppose (11.1) is replaced by a forward-looking IS curve of the form

yt ¼ Et ytþ1 � ait þ ut:

The LM curve is given by (11.2). Assume ut and vt are given by ut ¼ ruut�1 þ jt and

vt ¼ rvvt�1 þ ct, where j and c are white noise processes (assume that all shocks can

be observed with a one-period lag). Assume the central bank’s loss function is EðytÞ2.
a. Under a money supply operating procedure, derive the value of mt that minimizes

EðytÞ2.
b. Under an interest rate operating procedure, derive the value of it that minimizes

EðytÞ2.
c. Explain why your answers in (a) and (b) depend on ru and rv.
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d. Does the choice between a money supply procedure and an interest rate procedure

depend on ru and rv? Explain.

3. Suppose the utility of the representative household depends on consumption, lei-

sure, and real money balances, as in the MIU models of chapter 2. In the context of

a new Keynesian model of the sort developed in chapter 8 (optimizing agents, sticky

prices), discuss how consumption, leisure, and real money balances would respond to

a positive money demand shock under the following policies:

a. The central bank stabilizes the nominal supply of money.

b. The central bank stabilizes the nominal rate of interest (subject to satisfying the

Taylor principle for determinacy).

c. Given your results in parts (a) and (b), is there a clear ranking of the two policies

in terms of their implications for welfare?

4. Suppose the utility of the representative household depends on consumption, lei-

sure, and real money balances, as in the MIU models of chapter 2. In the context of

a new Keynesian model of the sort developed in chapter 8 (optimizing agents, sticky

prices), discuss how consumption, leisure, and real money balances would respond to

a positive fiscal spending shock under the following policies:

a. The central bank stabilizes the nominal supply of money.

b. The central bank stabilizes the nominal rate of interest (subject to satisfying the

Taylor principle for determinacy).

c. Given your results in parts (a) and (b), is there a clear ranking of the two policies

in terms of their implications for welfare?

5. Solve for the di coe‰cients appearing in (11.11), and show that the optimal rule

for the monetary base is the same as that implied by the value of m� given in (11.10).

6. Suppose the money demand relationship is given by m ¼ �c1i þ c2 yþ v. Show

how the choice of an interest rate versus a money supply operating procedure

depends on c2. Explain why the choice depends on c2.

7. Prices and aggregate supply shocks can be added to Poole’s analysis by using the

following model:

yt ¼ yn þ aðpt � Et�1ptÞ þ et

yt ¼ yn � aðit � Etptþ1Þ þ ut

mt � pt ¼ c0 � cit þ yt þ vt:

Assume that the central bank’s objective is to minimize E½lðy� ynÞ2 þ p2� and that

disturbances are mean zero white noise processes. Both the private sector in setting
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Et�1pt and the monetary authority in setting its policy instrument must act prior to

observing the current values of the disturbances.

a. Calculate the expected loss function if it is used as the policy instrument. (Hint:

Given the objective function, the instrument will always be set to ensure that

expected inflation is equal to zero.)

b. Calculate the expected loss function if mt is used as the policy instrument.

c. How does the instrument choice comparison depend on

i. the relative variances of the aggregate supply, demand, and money demand

disturbances?

ii. the weight on stabilizing output fluctuations l?

8. Using the intermediate target model of section 11.3.3 and the loss function

(11.15), rank the policies that set it equal to {̂{t, i
T
t , and {̂{t þ m�xt.

9. Show that if the nominal interest rate is set according to (11.17), the expected

value of the nominal money supply is equal to m̂m given in (11.19).

10. Suppose the central bank is concerned with minimizing the expected value of a

loss function of the form

L ¼ EðTRÞ2 þ wEði f Þ2;
which depends on the variances of innovations to total reserves and the funds rate

(w is a positive parameter). Using the reserve-market model of this chapter, find the

values of fd and fb that minimize this loss function. Are there conditions under

which a pure nonborrowed reserves or a pure borrowed reserves operating procedure

would be optimal?

11. Assume i d ¼ i f þ s in (11.27) where s is a penalty for discount window borrow-

ing. How does this modification change (11.27)? How are (11.30)–(11.32) a¤ected?

How does the Fed’s operating procedure a¤ect the interpretation of movements in

nonborrowed reserves, borrowed reserves, and the federal funds rate as measures of

monetary policy shocks?

12. Suppose the central bank operates a channel system of the sort analyzed in sec-

tion 11.4.3 with s ¼ 0:50 (i.e., 50 basis points). Assume end-of-day bank settlement

balances are T þ e, where e is normally distributed with mean zero and variance s2.

The supply of settlement balances is fixed at T and the target interest rate is i�.

a. Explain how the equilibrium market interest rate is a¤ected by an increase in s2.

b. Explain how the equilibrium market interest rate is a¤ected by an increase in s.

c. Explain why i� is not a complete description of monetary policy under a channel

system unless s is also known.
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